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This book presents a comprehensive analysis of the transformative impact of artifi‑
cial intelligence (AI) on legal frameworks within the European Union and beyond. 
It illustrates both the promising benefits of AI in improving access to justice and the 
significant challenges that necessitate thoughtful regulatory frameworks and inter‑
disciplinary cooperation.

This book highlights the expansive applications of AI, ranging from case man‑
agement to predictive analytics, while also scrutinizing ethical challenges and legal 
implications. It addresses the pressing issue of data protection in the context of 
Generative Pre‑trained Transformer (GPT) technology, emphasizing the EU’s com‑
mitment to individual privacy rights. This book also evaluates AI’s role in public 
governance, using Albania as a case study, and examines the potential of blockchain 
technology in enhancing legal processes. The ethical nuances surrounding AI’s inte‑
gration into legal systems are critically examined, particularly regarding algorithmic 
bias and human oversight. This book advocates for a collaborative approach involv‑
ing legal experts and data scientists to navigate these complexities effectively.

This book is a key resource for postgraduate students, researchers, and legal pro‑
fessionals seeking to better understand the benefits and risks of incorporating AI into 
legal practice.
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Foreword
As an expert in emerging technologies and social computing, I have always been 
fascinated by how technology reshapes human interactions, knowledge‑sharing, and 
institutions. Among these, the legal system stands out as a sector where the potential 
for transformation is tremendous, although it includes a lot of challenges. With the 
emergence of Artificial Intelligence (AI), we are witnessing a chance to redefine how 
justice is administered, accessed, and understood.

What fascinates me most about AI in the legal sector is its capacity to address 
long‑standing challenges: accelerating legal research, enhancing decision‑making 
processes, and widening access to justice for the underprivileged. These possibilities 
connect strongly with the ideas of social computing, using technology to increase 
cooperation and accessibility, and emerging technologies, where innovation fosters 
empowerment and understanding. AI in legal systems examines how these concepts 
merge to build more equitable and efficient legal systems.

This book addresses AI’s potential not simply as a tool for efficiency but as a 
catalyst for systemic transformation. From natural language processing in docu‑
ment review to predictive analytics in case outcomes, the examples provided here 
highlight how AI may supplement the skills of legal practitioners. Yet, as someone 
strongly interested in understanding the social elements of technology, I am equally 
drawn to this book’s reflections on ethics, transparency, and the risks of biases. These 
challenges are crucial as we work toward developing AI‑driven systems that reflect 
and support societal standards and norms.

What is most noticeable is this book’s emphasis on education and skill‑building 
for legal practitioners. As AI becomes a cornerstone of modern legal systems, train‑
ing practitioners with the skills to efficiently and ethically take advantage of these 
tools will be critical. This aligns with the concept of social computing and emerging 
technologies, where the focus is on enabling individuals to navigate and excel in an 
increasingly digital society.

AI in legal systems is more than a discussion of technological potential; it is a 
comprehensive guide to ensuring that innovation serves humanity. It bridges the gap 
between law and technology, demonstrating how interdisciplinary collaboration can 
lead to substantial advancements. For readers from the disciplines of education, tech‑
nology, and law, this book offers not just insights but also a vision for how AI could 
enhance one of society’s most fundamental institutions.

As you engage with the ideas and case studies presented in this book, I encourage 
you to think about how your own expertise, whether in law, technology, or education, 
can contribute to this transformative journey. The future of AI in legal systems is a 
collaborative endeavor, and this book offers an exciting foundation for making that 
future more just, inclusive, and impactful.

Vasileios Paliktzoglou
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Preface
Artificial Intelligence in Legal Systems is a timely exploration of how artificial intel‑
ligence (AI) is transforming the legal field in the midst of a global digital revolution. 
As technology continues to redefine industries and societal functions, the legal sys‑
tem, a cornerstone of governance and justice, faces unique challenges and opportuni‑
ties brought about by AI. This book seeks to bridge the gap between technological 
advancements and the ethical, procedural, and practical demands of the legal profes‑
sion. Through its comprehensive chapters, this book delves into AI’s multifaceted 
impact on legal systems. It examines AI’s capabilities to automate routine tasks, ana‑
lyze large datasets, and streamline case management, while also addressing critical 
issues such as transparency, accountability, and ethical dilemmas. By presenting a 
balanced view of the promises and perils of AI integration, this book provides a 
roadmap for legal practitioners, policymakers, and scholars to navigate this complex 
landscape.

A significant portion of this book focuses on the European Union’s approach to 
regulating AI in the legal domain. It provides an in‑depth analysis of the EU’s legal 
frameworks and explores the challenges posed by integrating AI tools, such as algo‑
rithmic bias, data privacy concerns, and ethical considerations in decision‑making. 
Beyond the EU, this book incorporates perspectives from other regions, offering a 
global view of AI’s impact on legal systems and the shared struggles to ensure fair‑
ness and justice in an era of rapid technological change. This book also advocates for 
a collaborative approach to AI adoption, emphasizing the importance of aligning AI 
tools with the needs of legal professionals and the broader goals of justice. By tailor‑
ing AI to specific legal contexts and judicial processes, contributors demonstrate how 
this technology can enhance efficiency and decision‑making while preserving the 
foundational values of the legal system. Practical strategies and case studies further 
illustrate how AI can address complex legal challenges while maintaining integrity 
and accountability.

Artificial Intelligence in Legal Systems serves as both a guide and a critical 
resource for those at the forefront of legal innovation. It equips readers with the 
insights needed to harness AI responsibly, balancing its transformative potential with 
the ethical imperatives of justice and fairness. Legal professionals will find action‑
able recommendations for integrating AI into their practice, while policymakers and 
scholars will gain a deeper understanding of the regulatory and societal implica‑
tions of AI in law. Ultimately, this book underscores the importance of thoughtful 
and ethical AI integration in the legal system. It seeks to empower its readers to not 
only embrace technological advancements but also to safeguard the principles of 
transparency, equity, and accountability that underpin the rule of law. As the legal 
field continues to evolve in the face of AI’s transformative power, this book provides 
a vital framework for navigating its complexities and opportunities with confidence 
and clarity.

Behrouz Aslani 
Narasimha Rao Vajjhala
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1 The Impact of Artificial 
Intelligence (AI) in 
the Legal System

Eriona Çela, Behrouz Aslani,  
and Narasimha Rao Vajjhala

1.1  INTRODUCTION

Artificial intelligence (AI) has transformed modern society, revolutionized indus‑
tries, and reshaped the way we work, innovate, and address complex challenges. 
Among these transformations, the legal system—a foundation of societal order—
stands at the crossroads of technological revolution and ethical scrutiny. As AI con‑
tinues to permeate legal practices and governance structures, its implications for 
efficiency, transparency, accountability, and justice demand thorough exploration.

1.2 � AI IN THE LEGAL SECTOR: OPPORTUNITIES 
AND CHALLENGES

AI’s integration into the legal system offers unprecedented opportunities to stream‑
line operations and improve outcomes. Legal professionals now leverage AI tools to 
manage routine tasks, such as document review, legal research, case management, 
and predictive analytics. By utilizing Machine Learning (ML) and Natural Language 
Processing (NLP) technologies, lawyers, judges, and other legal practitioners are 
equipped to process complex data with remarkable accuracy and speed, enabling 
them to focus on nuanced legal analysis and decision‑making.

Despite these advancements, the legal sector’s adoption of AI is fraught with chal‑
lenges. Ethical concerns about algorithmic bias, the erosion of human judgment, and 
data privacy issues highlight the need for regulatory and ethical oversight. These 
concerns are particularly critical in contexts where justice, fairness, and account‑
ability are at stake.

1.3  SCOPE AND OBJECTIVES OF THIS BOOK

This book delves into the transformative role of AI in the legal system, balancing an 
exploration of its potential benefits with an analysis of the ethical and legal dilemmas 
it introduces. By examining case studies, regulatory frameworks, and technological 
innovations worldwide, this book provides a comprehensive understanding of how 
AI can be responsibly integrated into the legal profession.

1DOI: 10.1201/9781003541899-1
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The overarching objective is to foster a balanced discourse, guiding policymakers, 
legal practitioners, and scholars through the complexities of AI adoption in the legal 
system. This approach ensures that technological advancements enhance, rather than 
undermine, the principles of justice, fairness, and accountability.

1.4 ORGANIZATION OF THIS BOOK

This book is structured into 13 chapters, each focusing on critical aspects of AI’s role 
in the legal system. The first chapter introduces this book and summarizes the topics 
discussed. Other chapters offer a holistic perspective on AI’s transformative impact 
in modern legal practice and governance.

1.4.1  ArtificiAl intelligence in the legAl Sector: ApplicAtionS, ethicAl 
chAllengeS, And legAl concernS under europeAn union lAw

Chapter 2 examines the significant transformation of the legal profession through 
the increasing adoption of AI systems, which range from handling administrative 
tasks to performing complex legal analyses. It emphasizes the dual nature of AI’s 
impact—offering substantial efficiency gains while also raising critical ethical and 
legal challenges, particularly regarding transparency and liability. Ultimately, the 
chapter underscores the necessity for further legal analysis of these emerging issues 
within the context of the EU’s AI Regulation 2024/1689, highlighting their impor‑
tance for contemporary legal scholarship and practice.

1.4.2  europeAn union’S perSpective on protection of 
perSonAl dAtA in the erA of gpt technology

Chapter 3 analyzes the European Union’s leadership in the advancement of Generative 
Pre‑trained Transformer (GPT) technology while emphasizing the importance of safe‑
guarding personal data. It focuses on the complexities of the EU legal framework as it 
strives to balance innovation in Generative Artificial Intelligence with the protection 
of individual privacy rights, exploring the moral, legal, and societal implications of 
this technology. By examining the EU’s political demands and harmonization efforts, 
the chapter provides a thorough assessment of the legal challenges and future develop‑
ments at the intersection of law and technology regarding personal data protection.

1.4.3  the ArtificiAl intelligence StrAtegy of the europeAn 
court of JuStice: nAture, Scope, And conSequenceS

Chapter 4 examines the Artificial Intelligence Strategy of the Court of Justice of 
the European Union, presented in 2024, to assess its scope and limitations given the 
Court’s significant authority in the judicial realm. It situates this strategy within the 
broader European context, especially the implications of Regulation (EU) 2024/1689 
and the Council of Europe Framework Convention on Artificial Intelligence and 
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Human Rights. Through a detailed examination of the strategy’s structural, con‑
ceptual, and functional aspects, along with its ethical foundations and governance 
model, the chapter concludes with insights into the effectiveness and challenges of 
the strategy.

1.4.4  trAnSpArency And AccountAbility in Ai SyStemS: 
A reAliStic ApproAch in AlbAniA

Chapter 5 explores the challenges and potential solutions for integrating artificial 
intelligence into public governance, using Albania as a case study to highlight issues 
of AI transparency and accountability frameworks. It takes a two‑fold approach by 
first analyzing the legal and policy frameworks that govern these aspects, referencing 
international standards and Albanian legislation, and then investigating the practical 
challenges of AI integration, such as data infrastructure limitations and regulatory 
gaps. Ultimately, the chapter underscores the transformative impact of AI on legal 
systems and advocates for an interdisciplinary collaboration among data scientists, 
legal experts, and ethicists to effectively navigate the complexities and ethical dilem‑
mas associated with AI in governance.

1.4.5  fine‑tuning A domAin‑Specific lArge lAnguAge 
model uSing low‑rAnk AdAptAtion technique 
for legAl Ai ApplicAtionS: cASe of indiA

Chapter 6 examines the advancements in AI, specifically in natural language pro‑
cessing (NLP), and how they can be applied to enhance judicial decision‑making 
processes through the development of a large legal language model, SaulLM. It 
focuses on fine‑tuning SaulLM using the Low‑Rank Adaptation Technique (LoRA) 
on an Indian legal dataset to create NLP systems capable of performing com‑
plex judicial tasks, such as semantic segmentation and legal statute identification. 
Additionally, the chapter emphasizes the importance of making this model publicly 
accessible via HuggingFace to support accessible justice and timely decision‑mak‑
ing in the legal domain.

1.4.6  ApplicAtion of ArtificiAl intelligence in the 
indiAn legAl SyStem: proS And conS 

Chapter 7 investigates the transformative role of AI in the legal system, highlight‑
ing its ability to enhance efficiency, accuracy, and accessibility in legal practices. It 
emphasizes various applications of AI, such as automating routine tasks, conducting 
legal research, and utilizing predictive analytics, which enable legal professionals 
to focus on higher‑value work and make more informed decisions. Additionally, the 
chapter addresses the significant challenges and ethical considerations accompany‑
ing AI adoption in legal systems, including algorithmic bias and privacy concerns, 
particularly within the context of India’s legal framework.
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1.4.7 An AnAlySiS of the eu ArtificiAl intelligence Act

Chapter 8 provides an overview and contextual analysis of the European Union’s 
“EU AI Act,” the first comprehensive regulatory framework for artificial intelligence 
systems, adopted by the Council of the European Union in May 2024. It focuses on 
the key issues addressed by the Act, the discussions leading to its drafting and adop‑
tion, and its implications for the European Union market. Additionally, the chapter 
highlights the values underpinning the regulation and explores potential criticisms 
that may arise in response to its implementation.

1.4.8  merging ArtificiAl intelligence with the exiSting legAl 
frAmeworkS: A compArAtive AnAlySiS of eu’S Ai Act

Chapter 9 examines the regulatory and legal challenges faced by banks and 
Non‑Banking Financial Companies (NBFCs) in India as they integrate AI technol‑
ogies into their operations. It focuses on compliance and risk management issues 
within the existing regulatory framework, highlighting the complexities that arise 
from the introduction of AI in the financial sector. To provide a comprehensive 
analysis, the chapter draws on both qualitative and quantitative data from various 
stakeholders, including industry reports, regulatory papers, expert interviews, and a 
structured questionnaire from 200 diverse respondents.

1.4.9 public procurement And ArtificiAl intelligence: the cASe of AlbAniA

Chapter 10 explores the legal changes and applications of AI in Albania’s public pro‑
curement system, established 54 years after the Turing test, marking it as a significant 
case study in Europe. It focuses on analyzing the new AI‑based public procurement 
procedures using a two‑stage legal research methodology while addressing concerns 
about the legal protection of economic operators and the role of courts in dispute res‑
olution related to AI‑driven decisions. The chapter highlights the promising potential 
of AI in enhancing legal processes while emphasizing the importance of upholding 
ethics and human rights.

1.4.10  decentrAlizing the lAw: exploring the potentiAl of 
blockchAin technology in legAl proceSSeS

Chapter 11 explores how blockchain technology can transform the legal sector by 
enhancing the capabilities of traditional centralized databases. It focuses on key 
aspects such as decentralization, immutability, and smart contracts, which contribute 
to increased efficiency, transparency, and security in legal processes, including the 
digitization of court decisions and property conveyances. Additionally, the chapter 
addresses limitations concerning bias, privacy, and data protection, offering a critical 
evaluation of both the potential benefits and the challenges of implementing block‑
chain in global legal systems.
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1.4.11 ethicAl And legAl implicAtionS for ArtificiAl intelligence in lAw

Chapter 12 examines the ethical and legal considerations surrounding the integration 
of AI into legal frameworks, focusing on the operational effectiveness of AI along‑
side consequentialist and deontological ethical theories. It emphasizes the need to 
analyze AI’s impact on critical legal principles such as fairness, accountability, and 
transparency, while addressing challenges like algorithmic bias, data privacy, and 
human rights protection. Ultimately, the chapter advocates for a balanced integration 
of ethics into AI systems to ensure that human oversight is maintained while enhanc‑
ing the intelligence and effectiveness of AI in legal practice.

1.4.12  democrAtizing legAl Aid: the role of Ai 
in providing AffordAble JuStice

Chapter 13 explores the role of AI in enhancing access to justice, particularly for 
vulnerable and marginalized communities. It focuses on evaluating how AI‑powered 
solutions, such as chatbots and predictive analytics, can make legal services more 
accessible and affordable across different economic and social classes, while also 
addressing the ethical and practical challenges associated with bias and data privacy. 
By employing a doctrinal research method, the chapter seeks to demonstrate the 
potential of AI to streamline legal aid services and advocates for establishing ethical 
regulatory frameworks to support effective integration of AI into the legal system.

1.5 CONCLUSION

AI’s role in the legal system represents a double‑edged sword: it has the potential 
to revolutionize the profession, streamline processes, and enhance decision‑mak‑
ing, but it also raises critical ethical and legal challenges. Algorithmic biases, lack 
of transparency, and data privacy issues underscore the need for robust regulatory 
frameworks and ethical guidelines.

This book provides a nuanced exploration of AI’s integration into the legal sys‑
tem, emphasizing the importance of balancing innovation with accountability and 
fairness. By addressing these complex issues, it serves as a valuable resource for 
navigating the evolving relationship between AI and the legal profession, fostering a 
future where technology and justice coexist harmoniously.



2 Artificial Intelligence 
in the Legal Sector
Applications, Ethical 
Challenges, and Legal 
Concerns under 
European Union Law

Vasiliki Papadouli

2.1 INTRODUCTION

For the past 20 to 30 years, Artificial Intelligence (AI) has become a scientific field 
of primary importance on a global scale. Since its official establishment in 1956 at 
the Dartmouth Conference until today, it has been constantly contributing to vari‑
ous fields of modern life, showing exceptional achievements. Today’s AI systems 
can execute technical tasks, such as booking appointments, and render (qualitative) 
judgements. This is why they have already had extended application in the legal sec‑
tor: from legal searching, drafting contracts, and reviewing legal documents to the 
prediction of case outcomes, AI systems have become a valuable tool for modern 
legal practitioners (i.e., lawyers) as well as for judges or arbitrators.

However, the application of AI to the legal sector is not completely new at all. 
The first steps date back to the 1960s, 1970s, and 1980s, when the pioneers of 
legal informatics launched the first AI systems for legal professionals: the Boolean 
search, McCarthy’s system Taxman, and Ronald Stamper’s system Legol. The first 
one (Boolean search) facilitated—still today— (legal) search in big databases using 
words such as “and,” “or,” and “not,” for matching strings (Bench‑Capon et al., 2012), 
while Taxman and Legol were AI systems capable of modelling arguments in tax law 
cases and providing formal models of organisational rules and regulations, accord‑
ingly. Although quite “primitive,” these AI systems highlighted the immense poten‑
tial of AI in the legal sector, especially as far as the formalisation of legal texts and 
legal reasoning is concerned, also demonstrating the great interest of legal profes‑
sionals in “adopting” automation tools in their realm of work.

The interconnection between AI and the legal profession has gained critical impor‑
tance and great enthusiasm during the following decades, when autonomous AI sys‑
tems and generative AI tools based on natural language processing (like ChatGPT) 
emerged. Although at the beginning they were considered disruptive technologies, 
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sparking a hot debate over whether they would benefit the legal profession or pose 
a threat—potentially leading to the gradual displacement of jobs—today they are 
widely accepted by the legal community thanks to their significant advantages for 
modern legal practice, mainly speed, increased accuracy, and cost reductions. These 
same advantages have also urged official judicial authorities to implement AI tools 
for handling administrative tasks and supporting judges in making court decisions 
(or even substituting them).

Indeed, today, the implementation of AI systems is deemed essential for mod‑
ern legal practitioners aiming to gain a competitive advantage in the legal services 
market, as well as for official judicial authorities for the efficient time and pro‑
cess management of pending legal cases (Siqueira et  al., 2024). Nonetheless, the 
ever‑expanding application of AI tools challenges traditional concepts of human 
legal expertise (Biresaw et al., 2022) and raises several concerns about the ethical 
and legal implications of how these systems are used today in the legal sector, i.e., 
about the morality and legality of their usage by legal practitioners in delivering legal 
services, as well as by judges when rendering court decisions.

This chapter sheds light on the most important ethical and legal challenges 
concerning the implementation of AI systems in the legal sector, especially under 
European Union law. In the first part of this chapter, some of the most important AI 
tools used in the modern legal sector are presented. In the second and third parts, 
these systems are examined from an ethical and legal perspective for legal practitio‑
ners and judges. To understand the ethical and legal concerns raised by AI tools—
often called autonomous AI systems—their key features as well as their inherent 
limitations, i.e., the so‑called black‑box problem or black‑box effect, must also be 
examined. Since a lot has already been written worldwide about the “nature” of these 
AI systems as “black boxes,” emphasis is given only to those technical elements 
that concern the legal profession and can affect the quality of legal services and the 
correctness of court decisions as well. Furthermore, the scope and limitations of 
these systems are important for their legal treatment worldwide, especially for their 
categorisation under the recent European Union Regulation on AI 2024/1689 about 
harmonised rules on AI (AI Act), described in the next section. Although a thorough 
analysis of the AI Act cannot take place in this chapter, the most crucial elements 
concerning AI systems utilised in the legal sector should be highlighted in compari‑
son to other governmental approaches from different districts. The last part of this 
chapter entails concluding remarks on ethical guidance for the use of AI tools in  
the legal sector, considering the realm of current governmental approaches to AI and 
the reports of international organisations as well.

2.2 AI SYSTEMS IN THE LEGAL SECTOR

AI systems already have extended applications in the legal sector, with the range 
of tasks undertaken growing steadily. From practical‑administrative tasks to pure 
(qualitative) judgements, AI tools seem to be a necessity for modern legal practitio‑
ners, especially lawyers, and judges as well. For a better review of these systems, 
they can be divided into various categories, based on their application, as follows 
(Becerra, 2018; Ng, 2022; Amato et al., 2023; Villasenor, 2024):
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2.2.1 AutomAtion And drAfting toolS

AI systems for case management are scheduling and filing tools, assisting legal prac‑
titioners and judicial authorities in handling working time and paperwork. Typical 
examples are: “Tyler Technologies’ Odyssey,” “Cogito,” and “TAR.”

• AI Systems for Document Automation: These are systems that can draft 
legal documents such as contracts, proxies, non‑disclosure agreements, find 
spelling errors, and suggest rewrites. Typical examples are: “Clifford Chance 
Dr@ft,” used not only by legal practitioners but also by clients themselves, 
“LegalZoom,” “Desktop Lawyer,” “Rocket Lawyer,” and “ClickLaw.”

2.2.2 reSeArch And AnAlyticAl toolS

• AI Systems for Legal Research: These are systems that can search legal 
databases for law precedents, identify similarities and differences among 
legal cases, and sketch arguments and counterarguments. Typical examples 
are: “DataLex,” “Ravel,” used in the USA in 2017 for scanning case law and 
making it accessible in visual maps with citations; “CARA,” which sum‑
marises law cases and suggests legal arguments; “Casetext” and “Fastcase,” 
which present intersections among law cases and statutes; “Luminance,” 
which provides legal arguments; “Lexis Nexis,” and “Westlaw Edge.”

• AI Systems for Contract and Legal Review: These are systems that can 
identify gaps or problematic clauses in contracts and appropriately advise on 
legal handling, recommend legal strategies to win lawsuits, identify prob‑
lematic clauses, suggest modifications/amendments, or check compliance 
with regulatory frameworks. Typical examples are: “Law Geex,” “Thought 
River,” “Legal Robot,” and “Kira System.”

• AI Systems for Evidence Analysis: These are systems used, e.g., for foren‑
sic predictions, defining crime scenes, or analysing DNA, like “TrueAllele.”

2.2.3 AdviSory And communicAtion toolS

• AI Systems for Providing Legal Advice: These are systems that can pro‑
vide legal reasoning, i.e., form and provide answers to a specific legal ques‑
tion and communicate them to the client. Typical examples are: “Blue J 
Legal,” “ROSS,” “Lexis Answers,” “Watson Debater,” “DoNotPay,” espe‑
cially for consumer protection, and “Allira.”

2.2.4 prediction toolS

• AI Systems for Predictive Legal Analysis: These systems can predict 
a legal case outcome after analysing legislation and searching for legal 
precedents. Typical examples are: “COMPAS” (Correctional Offender 
Management Profiling for Alternative Sanctions), “Empirical Scotus,” “Lex 
Machina,” and “Case Cruncher Alpha.” Such AI systems have already been 
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used to predict the decisions of the European Court of Human Rights, as 
well as those of the Supreme Court of Justice in the USA, and similar tools 
are also used by Japanese judicial authorities.

• AI Tools for Criminal Recidivism of Offenders: These systems are used 
by official state judicial authorities for criminal recidivism assessment or rel‑
evant risks. Typical examples are “COMPAS” and the “Public Assessment 
Tool” utilised in the USA.

2.2.5 diSpute reSolution toolS

• AI Systems for Online Dispute Resolution (e‑Arbitrators or e‑Judges): 
These are systems that can solve disputes between contractual parties, 
usually in the framework of smart contracts, i.e., contracts that are self‑ 
performed and self‑executed via blockchain platforms. Typical examples 
are: “Modria,” used especially for family disputes; “eBay Resolution 
Center,” used for handling disputes between sellers and buyers contracting 
through the homonymous online marketplace; as well as “China’s Smart 
Courts” (Dan et al., 2024).

This list is not exhaustive; instead, it shows only some of the most important and 
widely used AI systems in the legal sector, and it will be enriched with new AI tools 
as AI technology evolves and new AI developments appear.

2.3 ADVANTAGES OF AI SYSTEMS USED IN THE LEGAL SECTOR

The advantages of the aforementioned AI systems for all stakeholders in the legal 
sector (i.e., lawyers, judges, and parties) are obvious, as analysed immediately below 
(Sheeba, 2023):

 a. Advantages for Lawyers (Brooks et al., 2020): AI systems are time‑saving, 
cost‑saving, and improve accuracy, thereby assisting lawyers in efficiently 
addressing legal cases and serving a wider range of clients. Indeed, a great 
part of lawyers’ daily work involves administrative tasks, legal research, 
and the drafting of legal documents. By saving this labour time, lawyers can 
focus on more substantive, high‑value legal matters, provide more sophis‑
ticated legal services, serve more clients, and better predict their cases’ 
outcomes while reducing their professional costs. This leads to enhanced 
lawyers’ productivity and efficiency and, in turn, to increased profits for 
lawyers, especially for younger ones: since the latter are more familiar with 
legal technologies, they can gain a competitive advantage in the legal ser‑
vices market by implementing AI tools in their daily work (at least until big 
law firms invest huge amounts of money in legal technologies and “employ’ 
highly advanced AI systems in their daily work routine). Further, new 
types of legal professions have already arisen: Legal Technologists or Legal 
Analysts. These are lawyers with special knowledge of AI technologies, 
who can provide a new kind of legal service to their clients (who can also 
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be lawyers or law firms), i.e., legal services for AI tools implementation, 
data management, process automation, training, and support. This new kind 
of legal profession challenges the ominous prediction of job losses in the 
future due to the implementation of AI tools.

 b. Advantages for Judicial Authorities: Accordingly, AI tools assist judicial 
authorities in handling legal cases and improving their accuracy. Indeed, 
as in the case of lawyers, judges need to spend a lot of their time on prac‑
tical tasks, such as entering data or describing facts in court decisions. 
These are time‑consuming tasks that are significantly facilitated by AI 
tools. Accordingly, searching for legal precedents and statutes is another 
time‑consuming task and a prerequisite for any court decision. Since AI 
tools can undertake these tasks, the judicial process is significantly short‑
ened. Further, judges’ efficiency is enhanced since they can address more 
complex legal matters and handle more legal cases (Adhikary et al., 2024). 
The same advantages apply also to arbitrators, including cost‑effectiveness 
in this case.

 c. Advantages for Parties: Further, advisory AI systems and AI dispute reso‑
lution mechanisms can render decisions quickly. Thereby, they can shorten 
the time of legal disputes, leading to a quick resolution. AI advisory and 
communication tools, such as chatbots and virtual assistants that provide 
legal advice and guidance to the public, also enhance people’s access to 
justice, and given that many of these systems are provided pro bono, they 
are also cost‑saving (Mowbray et al., 2020).

The advantages of AI systems for all stakeholders are of significant impor‑
tance. Nonetheless, AI systems have a “negative aspect” as well, raising sev‑
eral ethical challenges and legal concerns, as discussed in the next section.

2.4 ETHICAL CHALLENGES AND LEGAL CONCERNS

2.4.1 ethicAl chAllengeS

The most significant ethical risk raised by AI systems in the legal sector concerns 
their potential for unfair outcomes due to their inherent opacity. Although AI  
systems—especially the autonomous ones, which are deemed the most sophisticated 
and advanced AI systems nowadays—can accomplish overly complex tasks on any 
subject matter, they are not able to “explain” their decisions, nor can their designers 
do so (Papadouli, 2023a; Wrbka & Fenwick, 2024). This constitutes the so‑called 
black‑box problem or black‑box effect, from which all autonomous AI systems suf‑
fer (Papadouli, 2023a). There are several reasons for this phenomenon, among which 
the most significant are the systems’ internal complexity (Burrel, 2016; Carabantes, 
2020), the lack of visibility into training data sets or into the methods of data selec‑
tion (Burrel, 2016), as well as the inherent biases from which the training datasets 
may “suffer,” i.e., previous wrong human decisions that the autonomous AI system 
uses to train its algorithm (Hull, 2023).

A lot of human rights violation incidents, during—and due to—the opera‑
tion of autonomous AI systems, have already been noticed worldwide due to the 
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black‑box effect, especially due to algorithmic biases (Papadouli, 2023a). As far 
as the legal sector is concerned, a typical example is that of the robot‑judges. 
More specifically, autonomous AI systems have been “employed” in the USA for 
predicting the criminal recidivism of offenders by the official judicial authori‑
ties in several US states (COMPAS). These systems were able to estimate the 
risk of recidivism based, inter alia, on interviews with the offenders, on infor‑
mation originating from public registries, and on publicly available data, such 
as age, sex/gender, family status, education, income, and antisocial behaviours 
(Eaglin, 2016). Given that these AI systems are black boxes, they cannot explain 
their outcomes, which may be affected by gender and racial biases (e.g., against 
women, people of different nationalities, minorities). This was already noticed 
in the USA in 2016, where it was found that thousands of AI algorithms used in 
criminal justice were biased against specific groups of people (Afro‑Americans). 
Accordingly, China introduced in 2017 AI systems for assisting judges in han‑
dling e‑commerce and intellectual property disputes in specialised internet 
courts (Hangzhou), but it was soon found that they exhibited biases based on 
prior rulings. Similar incidents have also been reported in the Netherlands (AI 
systems for sentencing recommendations and predictive policing), Canada (AI 
tools for predicting the likelihood of reoffending), South Africa (AI tools for 
predicting case outcomes), India, etc.

The aforementioned examples raise several ethical concerns regarding human 
rights. Algorithmic biases can result in infringements on the right to fair justice, 
human dignity, the right to personality, and the principle of equality. They also 
undermine the presumption of innocence and deny access to justice for marginalised 
groups of people, minorities, or lower‑income social classes. Further, by adopting 
discriminatory decisions, AI systems perpetuate social inequalities, affecting people 
worldwide in a massive way and undermining trust in both AI technology and the 
justice system (Koplin, 2023).

2.4.2 legAl chAllengeS

The unfairness of AI systems, particularly of autonomous ones, raises in turn several 
legal concerns, some of the most important of which are the following (Guillermin 
et al., 2021; British Institute of International and Comparative Law, 2023):

 a. Lack of Explainability: AI systems’ inherent opacity and lack of explain‑
ability, as already described in the previous section (2.4.1), contradict the 
duty of judicial authorities to justify court decisions, leading, in turn, to 
violations of the right to a fair trial, according, inter alia, to Article 6 of 
the European Convention on Human Rights. They also adversely impact 
lawyers’ contractual obligation arising from the contract concluded with 
their clients to provide legal services lege artis, i.e., reasonably and with 
sufficient justification for any legal handling. In both cases, liability issues 
arise—namely, state responsibility for judicial authorities (without preju‑
dice to the right to appeal) and contractual liability for lawyers towards their 
clients.
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 b. Liability Issues in Case of Wrong AI Decisions: Another question raised 
regarding AI systems utilised in the legal sector is whether legal practitio‑
ners using AI systems in their workflow should be held liable in the case of 
incorrect AI decisions—for example, when they miss an important deadline 
due to AI system bugs.

Although a lot has been written in legal doctrine on this topic—with 
some legal scholars even providing de lege ferenda arguments for the neces‑
sity of attributing legal personality to autonomous AI systems, or for treat‑
ing them as modern slaves or hybrid persons (Papadouli, 2023b; Wrbka & 
Fenwick, 2024)—the most well‑grounded opinion considers AI systems as 
mere tools in the hands of their users, who are accountable for any errone‑
ous outcomes produced by these systems. Therefore, when legal practitio‑
ners decide to “employ” one of the aforementioned AI systems in their daily 
work, any incorrect decision rendered is attributed to the lawyers, who are 
thereby accountable for failing to deliver, or for delivering incorrect, legal 
advice to their clients.

The situation is like what occurs when lawyers delegate tasks to sev‑
eral physical persons, legal or paralegal staff, between whom and the client, 
there is no contractual connection for the provision of legal services. The 
lawyer is the one who has concluded the contract for the provision of legal 
services with the client, and he/she is the one who should supervise the legal 
or paralegal staff, check their deliverables, oversee and direct the work del‑
egation; thus, the lawyer remains responsible for the work produced by his/
her staff, legal or paralegal, on his/her behalf. Lawyers’ responsibility has 
already been confirmed by jurisprudence in the USA, accepting that “the 
duty of competent representation includes the duty of adequately supervis‑
ing non‑attorney employees,” in Hessinger & Assocs. case (192 B.R. 211, 
223, Bankr. N.D. Cal. Jan. 22, 1996), or that “delegation of activities which 
ordinarily comprise the practice of law is proper only if the lawyer main‑
tains a direct relationship with the client involved, supervises and directs 
the work delegated to the paralegal, and assumes complete ultimate respon‑
sibility for the work product produced by the paralegal,” in the Stegemann 
case (206 B.R. 176, 179, Bankr. C.D. Ill. Mar. 3, 1997).

The same applies in the case of AI systems “employed” by lawyers to 
execute administrative tasks or conduct more qualitative ones, like legal 
research As was recently confirmed by the Southern District of New York, 
the court decided that an attorney at law who relied upon ChatGPT to handle 
legal cases is liable to their client if a deadline is missed because of a wrong 
AI system suggestion or decision (Neumeister, 2023). Despite the excep‑
tional outcomes of autonomous AI systems and large language models, like 
ChatGPT, lawyers should not over‑rely on them but should always be aware 
of their inherent limitations and check their results (Ceva & Jiménez, 2022).

This standpoint is also well supported by most codes of professional 
conduct for lawyers worldwide. These codes require that legal services 
be provided by lawyers lege artis, i.e., with integrity, in compliance with 
professional standards and best practices, and with respect for the ethical 
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rules of the legal profession. Taking into account the new reality shaped by 
disruptive technologies and their dynamic intervention in the legal sector, 
as analysed above (Section 2.2), delivering legal services lege artis today 
“acquires” new dimensions that reshape the legal profession in a different 
way (Infantino & Di Matteo, 2024). Today’s lawyers should be appropri‑
ately educated not only on legal matters but also on new disruptive technol‑
ogies if they want to utilise them in their work and enjoy their advantages. 
This means that modern lawyers should be educated on AI tools prior to 
their implementation in their work, be aware of the ethical and legal con‑
cerns they may raise (Koessler, 2024), and maintain competence in utilising 
them in the field of their practice, including their competence to review their 
outcomes, and even recall or reject them if needed (Garingan & Pickard, 
2021). Otherwise, lawyers can be held liable to their clients for non lege 
artis performance of legal advice (malpractice).

Similar concerns also arise for arbitrators and state judicial authorities 
that have implemented AI systems in their work. As far as the latter is con‑
cerned, in cases where AI systems render wrong decisions (e.g., because of 
insufficient, inaccurate, or biased data), and these decisions are adopted by 
judicial authorities, state responsibility may also come into question due 
to unfair trial. This has already happened in the USA after the disclosure 
that the AI system COMPAS, utilised by state judicial authorities, rendered 
biased decisions (Engel et  al., 2024). Many motions were filed against 
states by offenders, arguing that the use of algorithms in criminal justice 
violates their right to due process and the right to an individual sentence 
based on accurate information, while the use of data related to gender and 
race is unconstitutional. However, the Wisconsin Supreme Court of Justice 
rejected such a motion in 2016, claiming that the claimant did not provide 
sufficient evidence of racial discrimination, and that the court decision was 
not based solely on the algorithm’ s outcomes, but rather on other elements 
that explained the sentence imposed (Loomis v. Wisconsin, 881 N.W.2d 749 
(Wisc.  2016)). The Indiana Supreme Court reached the same conclusion 
some years earlier (2010) (Malenchik v. State, 928 N.E.2d 564 (Ind. 2010)), 
by overturning an earlier decision of the Indiana Court of Appeals in the 
Rhodes case (Rhodes v. State 896 N.E.2d 1193 (Ind. Ct. Appeal 2008)), 
where the infringement of the right to an individual sentence because 
of algorithm use was confirmed. Subsequently, the Court of Appeal of 
Michigan, aligned with the Loomis and Malenchic court decisions, rejected 
motions in 2019, claiming lack of evidence of any discriminatory treatment 
of the claimants by the algorithm (People v. Younglove, N. 341901, 2019 
WL 846117 (Mich. Ct. Appeal Feb. 21, 2019)).

However, this standpoint seems anachronistic, as it does not con‑
sider the black‑box effect from which all autonomous AI systems suffer. 
In addition, it underestimates the importance of data quality and their 
complex editing process (Freeman, 2016; Washington, 2018), ignores 
the factual and objective lack of evidence from the claimants’ side, and 
endorses the extended use of AI systems by judges without the appropriate 
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knowledge to explain judicial reasoning influenced by algorithmic predic‑
tions. These concerns have been taken into consideration by the Supreme 
Court of Western Australia, which recently pointed out that “the research 
data and methods underlying the assessment tools are assumed to be cor‑
rect, but this has not been established by the evidence” (Director of Public 
Prosecutions for Western Australia v. Mangolamara (2007) 169 A. Crim. 
R. 379 [2007] WASC 71, [165]).

Similarly, the recent proposal of the European Commission on AI (COM 
(2022) 496 final – AI Liability Directive) takes into account, inter alia, the 
inability of claimants who suffered damages due to AI systems to prove 
the causal link between their damage and the AI systems’ proper opera‑
tion, and provides several rebuttable presumptions of the burden of proof 
in favour of the claimants. This proposal concerns any case of non‑contrac‑
tual, fault‑based liability regime. It does not establish a new legal basis for 
the claimants; rather it introduces procedural evidence rules in favour of 
claimants and at the expense of AI providers or deployers. Although it has 
been heavily criticised (Hacker, 2024), it is expected that it will significantly 
assist claimants in combating autonomous AI systems’ black‑box effect.

 c. Risk of Confidentiality Violation: The particularity of the lawyer‑client 
relationship, which is characterised by a deep sense of trust, empathy, and 
high‑level confidentiality (based not only on the grounds of General Data 
Protection Regulation (GDPR) but also on the “traditional” attorney‑client 
privilege), highlights another dangerous aspect of AI systems utilised in the 
legal sector. AI systems may demand access to sensitive data to provide an 
output; accordingly, lawyers may be “obliged” to release such data, as well 
as important evidence or crucial facts, to an AI platform—especially those 
based on generative AI models (such as ChatGPT)—to receive legal assis‑
tance. In this way, such information may become accessible to the public. 
Thus, the use of AI systems may undermine the confidential relationship 
between lawyers and clients, leading to confidentiality violations.

This is a typical situation that gives rise to a lawyer’s contractual and 
extra‑contractual liability toward their clients for breach of confidential‑
ity, while lawyers may also face disciplinary penalties. To mitigate this 
risk, lawyers should be trained in the proper use of AI systems, especially 
those offered to the public and based on language learning models, such as 
ChatGPT, to be aware of the ethical and legal challenges they may raise and 
to effectively protect their clients’ data.

Further, they should inform their clients of the potential use of AI sys‑
tems in legal services and the possible ramifications, and ask for their 
prior consent. This is an obligation provided for in the European Union 
under both the GDPR (Article 6) and the AI Act (Article 13, especially for 
high‑risk AI systems, and Article 50).

 d. Unauthorised Practice of Law (?): Another controversial point regarding 
the use of AI systems in the legal sector is that advisory and communica‑
tion AI tools can provide legal services directly to the public, sometimes 
even pro bono. For instance, the AI system DoNotPay overturned 160,000 
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of 250,000 parking tickets and, since its launch, has scored a success rate of 
64%, appealing over $4 million. On one hand, this is considered an advan‑
tage of AI technology, as already mentioned above, since it ensures access 
to legal advice, especially for people who cannot afford traditional legal ser‑
vices (Greenleaf et al., 2018). On the other hand, it can be argued that when 
such AI tools operate without human oversight by lawyers, they unlawfully 
provide legal services because they do not have a licence to practice law, as 
required in some districts.

The licence to practice law guarantees the lawful provision of legal 
advice, usually after exams; it ensures completeness, specialised knowl‑
edge, and professional accountability, safeguards the legal system and pub‑
lic interest, and promotes ethical legal practice. The unauthorised practice 
of law is illegal and punished with severe penalties in many districts. It 
constitutes anti‑competitive behaviour towards authorised lawyers, while it 
may also jeopardise the public interest in cases where correct legal advice 
is provided. Indeed, the first case regarding the unauthorised practice of 
law by AI systems has already been brought before US courts: the AI pro‑
vider of the aforementioned AI system DoNotPay is currently facing a class 
action lawsuit before California courts on the grounds of unauthorised prac‑
tice of law (Allyn, 2024).

Apart from administrative (or even criminal) penalties related to the 
unauthorised practice of law, AI providers of such systems will also be held 
liable to the individuals who received legal advice from the system if the 
advice was incorrect and led to damages. To mitigate this risk, this kind 
of AI system should be permitted only when it is “adopted” and overseen 
by licensed lawyers, who are authorised to practice law and will be held 
accountable for its use.

The risks and legal concerns mentioned in this section are only some of 
the most important ethical and legal challenges raised by the utilisation of 
AI systems in the legal sector. The aforementioned concerns highlight that, 
apart from astonishing achievements, AI systems can also cause harm to 
human rights as well as severe damages. This constitutes an inherent limi‑
tation of such systems, which challenges AI’s further evolution and public 
acceptance, thereby urging the need for legal regulation of AI.

2.5  GOVERNMENTAL APPROACHES FOR AI SYSTEMS UTILISED 
IN THE LEGAL SECTOR, ESPECIALLY UNDER THE AI ACT

Many states worldwide have already undertaken legislative initiatives to regulate 
trustworthy AI, i.e., to promote AI technology in an ethical way. For instance, the 
UK released a policy paper on AI governance in 2023 following its previous policy 
paper on AI regulation published in 2022. Based on these policy papers, several 
guiding principles for AI—including safety, security, transparency, explainability, 
fairness, accountability, and governance—are introduced as soft‑law guidance for 
businesses’ best practices in the UK. Furthermore, the USA has recently adopted 
a sector‑ specific approach to AI by delegating responsibilities to various federal 
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agencies in cases of AI malpractice. Given that there is no federal legal enactment for 
AI in the USA to date, President Biden’s executive order is supplemented by several 
federal and state pieces of legislation, especially regarding data use and consumer 
protection. In 2023, China put into force the Interim Measures for the Management 
of Generative Artificial Intelligence Services, establishing a more coherent legal 
framework for generative AI providers. The Interim Measures impose several obli‑
gations on AI providers, primarily concerning AI system security assessments, data 
use, labelling of AI‑generated content, provision of guidance for lawful AI use by 
users, and the introduction of internal mechanisms to handle complaints and reports.

While important for the further development of AI and its public acceptance 
worldwide, the aforementioned governmental policies do not introduce a compre‑
hensive approach to AI; that is, they do not establish a coherent legal framework for 
the use of all kinds of AI systems and for the accountability of AI developers and 
users. The most consistent legislative initiative regarding AI to date appears to be 
the European Union Regulation 2024/1689 on harmonised rules on AI (henceforth 
AI Act), which has been legally enacted. With this act, the European Union aspires 
to establish a uniform legal framework for the development, placing on the market/ 
putting into service, and use of AI systems within the internal EU market, in accor‑
dance with the core ethical principles and values of the EU.

The AI Act adopts a risk‑based approach and categorises AI systems into several 
categories based on the risk of harm they may pose to human rights, as provided in 
the Charter of Fundamental Rights of the European Union. Under this approach, AI 
systems fall into one of the following categories: (a) Prohibited AI systems (Article 5): 
These are systems that may cause unacceptable risks to human rights and, therefore, 
are not permitted in the EU market; (b) high‑risk AI systems (Article 6 et seq.): these 
are systems that may cause significant harm to human rights, and, therefore, they are 
permittable within the EU only if specific (strict) requirements are met. These require‑
ments, detailed in the AI Act for various AI system operators (primarily providers and 
deployers, as defined in the AI Act), include prior system risk management assessment, 
training, validation and testing data sets based on specific standards; technical docu‑
mentation for the entire “life cycle” of the system; record‑keeping; system transparency 
(i.e., informing users that they are interacting with, or that their data are being pro‑
cessed by, an AI system); and human oversight over the AI system; (c) Low‑risk AI sys‑
tems: these systems may pose limited harm to human rights and are permitted within 
the EU under less stringent requirements than high‑risk systems. They must comply 
with transparency rules (Article 50), and AI providers and deployers are encouraged 
to adopt codes of conduct for their use (Article 95); and (d) Minimal‑risk AI systems: 
These systems pose minimal risk to human rights and are permitted within the EU. 
Operators are encouraged to adopt codes of conduct for their use (Article 50).

An autonomous AI system—or, according to the terminology adopted by the AI Act, 
a general‑purpose AI model (Article 51 et seq.)—which requires a vast amount of data 
and employs several techniques to train its algorithm, can be implemented in one of the 
aforementioned types of AI systems (i.e., prohibited, high risk, low risk, minimal risk), 
thus imposing further obligations on the operators of general‑purpose AI systems.

The European legislator has already assessed some AI systems as prohibited or 
high‑risk AI systems a priori. Some of these systems specifically concern the legal 
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sector and the legal profession. More specifically, Article 5(1)(b) provides that pro‑
hibited AI systems are those that make

risk assessments of natural persons in order to assess or predict the risk of a natural 
person committing a criminal offence, based solely on the profiling of a natural person 
or on assessing their personality traits and characteristics,

While in Annex III, paragraph 8, high‑risk AI systems are, inter alia, those that are…

used by a judicial authority or on their behalf to assist a judicial authority in research‑
ing and interpreting facts and the law and in applying the law to a concrete set of facts, 
or to be used in a similar way in alternative dispute resolution

The distinction between prohibited and high‑risk AI systems is crucial for judicial 
authorities, since they can use only the second category (high‑risk AI systems), while 
the first is totally prohibited. Nonetheless, this distinction may be difficult in practice: 
the “borderline” between prohibited and high‑risk AI systems is whether they are 
used as a substitute for the judge or as an assisting tool for the judge. In other words, 
when the AI system is used to substitute human assessment—like an AI system that 
assesses natural persons’ criminal behaviour based solely on their profiling, person‑
ality traits, and/or characteristics, without any objectively verifiable facts—this is 
prohibited because it violates the human right to a fair trial. In contrast, when the AI 
system is used to assess natural persons’ criminal behaviour based not on profiling 
and personal traits, but on verifiable facts, such as previous suspicious transactions, 
it is acceptable as a high‑risk AI system, according to Recital 42. Such systems may 
assist judges in interpreting facts and/or applying the law to the concrete set of facts. 
Accordingly, AI systems used by alternative dispute resolution bodies for the same 
purposes are also high‑risk, according to Recital 63.

In contrast, when an AI system is used for performing mere procedural tasks, 
improving the result of human activity, detecting decision‑making patterns with‑
out any influence on the result, or fulfilling a merely preparatory task for a human 
judgement, it is not categorised as high‑risk, except when it involves “profiling.” For 
instance, AI systems that execute mere administrative tasks, such as summarisation 
(cf. Deroy et al., 2024; Khalid et al., 2024), anonymisation (Păiş et al., 2024), pseud‑
onymisation of court decisions, data entry, translations, or communications with the 
parties, are not high‑risk AI systems, but rather low or minimal risk.

In case of damages caused by AI systems, AI providers and AI deployers may be 
held liable. Although the AI Act does not include any liability provisions—it provides 
only for a “human right to explanation” of individual decision‑making in Article 86 
(Infantino & Di Matteo, 2024)—AI providers’ liability can be based on contracts they 
may have concluded for the provision of AI systems as tools or services with their clients, 
i.e., lawyers, judicial authorities, or the public (e.g., contracts for the supply of digital 
content or digital services, according to EU Directive 2019/770) (Markou, 2024). They 
may also be held liable as producers of defective products (Ren & Du, 2024; Novelli 
et al., 2024), under the recent EU Directive 2024/2853 on liability for defective products 
(Product Liability Directive, or PLD), which replaces the previous EU Directive 85/274/
EEC, provided the necessary requirements are met. Considering the inherent complex‑
ity of autonomous AI systems (Recitals 3, 28, and 42), the no‑fault liability regime of 
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the PLD is now enhanced by several alleviations of the burden of proof with regard to 
the existence of a system’s defectiveness and the causal link, in favour of the claimants 
(Recitals 6, 13, and 17). Under the “new” PLD recently adopted by the European insti‑
tutions, claimants are entitled to compensation for damages caused by defective prod‑
ucts, which now explicitly include software, such as standalone AI systems (Recital 13).  
Accordingly, developers or producers of AI systems can be treated as manufacturers 
under the directive and may be held liable for damages caused by their systems (subject 
to the exceptions provided in Article 6). Therefore, in the case of AI systems utilised in 
the legal sector, AI providers may be held liable to individuals who used the AI system 
and suffered damages, even in the absence of a contractual relationship.

Further, AI deployers—i.e., lawyers implementing AI tools in their daily work—
may also be held liable to their clients, usually based on the contract concluded 
between them, as mentioned above.

2.6 CONCLUDING REMARKS

The above analysis aspired to shed light on the main ethical risks and legal concerns 
raised when AI systems are “employed” in the legal sector by legal practitioners and 
judicial authorities. It revealed that, although AI systems may have significant advan‑
tages for all stakeholders in the legal sector, they may also pose significant risks. To 
mitigate these concerns and, in turn, eliminate the risk of liability, AI users (i.e., 
lawyers, judges, arbitrators) should be equipped with clear ethical guidance when 
utilising AI systems in their realm of work, while public authorities should consider 
these risks when regulating AI. More specifically:

• AI Literacy: First and foremost, lawyers and judicial authorities must 
become AI literate before they decide to implement AI tools in their course 
of work. This means that they should be appropriately educated on disrup‑
tive technologies to be able to oversee their operation and recall or reject 
their outcomes. This cannot result in the exclusion of their liability in case 
of damages caused to the parties or clients by their “employed” AI systems, 
but it can significantly limit the risk of harm that the AI systems can pose 
to third parties, while it also justifies their accountability from both a legal 
and an ethical perspective.

• Transparency: AI literacy is the basis for human (lawyers’ and judges’) 
oversight of AI systems, which, in turn, presupposes the transparency of 
those systems. Transparency constitutes a specific subfield of AI, called 
explainable AI (also known as XAI), which has recently emerged, aiming 
to create appropriate techniques that allow autonomous AI systems to be 
explicable while maintaining high levels of autonomy (Papadouli, 2022). 
Transparency is a pivotal point for trustworthy AI worldwide, and for this 
reason, it is included in all governmental policies on AI, including the AI 
Act (Article 50).

• Building Trust with Stakeholders: The risks raised by the use of AI sys‑
tems may have adverse effects on public acceptance of AI: public trust in 
AI systems utilised by judges may be jeopardised due to algorithmic biases, 
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while lawyers may be reluctant to use AI systems that are considered black 
boxes. To mitigate these risks public authorities should work together with 
lawyers and bar associations to develop a clear framework for the trustwor‑
thy and responsible use of AI by legal professionals, as the UK has already 
begun to do. The same consultation should also be conducted with judicial 
authorities to ensure the trustworthy use of AI systems by the courts.

• International Collaboration: Considering the international dimensions 
of the modern economy as well as the use of AI, confirming the respon‑
sible use of AI is not merely a matter for each legal order, but rather an 
international concern that demands close collaboration among states. Key 
international stakeholders, such as the United Nations (Governing AI for 
Humanity final report), UNESCO (Report on GenAI), and the Council of 
Europe (The Framework Convention on AI), can play a pivotal role: their 
published reports on trustworthy AI can serve as the basis for a global con‑
sensus on the responsible use of AI worldwide.
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3.1 INTRODUCTION

In the realm of AI development worldwide, safeguarding personal data remains a cru‑
cial concern. This is particularly relevant for systems based on Generative Pre‑trained 
Transformer (GPT) models, which represent a significant evolution in artificial intel‑
ligence, especially within the field of natural language processing (NLP). GPT tech‑
nology relies on deep neural networks and large‑scale data processing to generate 
coherent text across diverse context. The primary architecture behind GPT models 
is the transformer, which revolutionized NLP through its attention mechanism. This 
mechanism allows the model to dynamically assess the importance of various parts 
of the input data, enabling GPT to efficiently handle complex tasks such as text gen‑
eration, translation, summarization, and conversational interaction.

GPT models operate through two core processes: pre‑training and fine‑tuning. 
Pre‑training involves training the model on vast datasets sourced from the internet, 
enabling it to predict and generate text based on patterns recognized in the data 
(Sheng 2022). During this phase, the model learns grammar, semantics, and fac‑
tual knowledge. Fine‑tuning, on the other hand, refines the pre‑trained model using 
specific, often smaller datasets tailored to its intended application, such as customer 
service chatbots or legal text generation.

As a machine learning model, GPT is designed to effectively understand and 
generate human‑like language using both unsupervised and supervised learning 
techniques. However, the training process raises significant concerns regarding the 
security of individual users and the data used in it (Lund and Wang 2023). These 
concerns have emerged alongside the increasing efficiency and popularity of widely 
accessible tools such as ChatGPT, developed by OpenAI. ChatGPT, along with 
models such as BERT, RoBERTa, and XLNet, represents the forefront of AI devel‑
oped by OpenAI (GPT), Google (BERT), and Microsoft (XLNet) (Hadi et al. 2023). 
These models rely on processing enormous amounts of data through self‑learning 
techniques.
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Current trends indicate a rapidly growing adoption of this technology, which is 
proving effective across various fields. The benefits of GPT are undeniable, offer‑
ing significant advantages for society and the economy, as recognized by interna‑
tional organizations, including the United Nations, the Council of Europe, and the 
Organization for Economic Cooperation and Development (OECD). Among these, 
the European Union (EU) has positioned itself as a global leader in both AI develop‑
ment and data protection. The EU’s dual approach reflects a commitment to nurtur‑
ing innovation while safeguarding fundamental rights such as privacy.

In its approach to AI development, the EU seeks to create an environment that 
fosters innovation while adhering to European values such as transparency, fairness, 
and accountability. This vision is encapsulated in initiatives like the White Chapter 
on Artificial Intelligence, which guarantees a human‑centered approach to AI, ensur‑
ing that technology serves society. Furthermore, the European Union funds research 
projects and establishes regulatory frameworks to encourage ethical AI development 
and set global standards for responsible innovation.

In terms of data protection, the EU has established itself as a global leader by 
developing a regulatory framework that includes the General Data Protection 
Regulation (GDPR), one of the most significant data protection laws worldwide 
(Bradford 2020). Enforced in 2018, the GDPR set a new standard for data privacy by 
granting individuals more control over their personal data and imposing strict obliga‑
tions on data controllers. Its extraterritorial scope ensures that any entity processing 
data related to EU citizens must comply with the GDPR, regardless of its location. 
This transparency‑focused approach reinforces the EU’s commitment to privacy as 
a fundamental right.

To further guide the EU’s digital transformation, the European Commission 
introduced the “Europe’s Digital Decade” policy program (Hernandez et al. 2023). 
This initiative outlines specific targets for 2030 in areas such as skill development, 
secure digital infrastructure, business digitalization, and the digitalization of public 
service. In May 2020, the Commission also released a report titled “Shaping the 
Digital Future of Europe,” which highlights its focus on creating a Europe fit for the 
digital age from 2020 to 2025. The report emphasizes the importance of the digital 
single market, the use of AI, and support for digital innovation and skills (Carver 
2023).

While the EU has made substantial efforts to integrate AI into its legislative 
and regulatory frameworks, these measures often struggle to keep pace with the 
multidimensional and dynamic nature of AI. Therefore, this article aims to present 
a concise overview of the key issues related to the development of AI, particularly 
GPT‑based language models, in the context of personal data protection within the 
EU. It also examines relevant EU regulations that directly or indirectly impact AI 
development.

3.2 IMPORTANCE OF PROTECTING PERSONAL DATA

Data protection encompasses a set of measures and practices aimed at safeguard‑
ing personal data, ensuring its privacy and security. Its primary objective is to 
prevent unauthorized access, use, disclosure, alteration, or destruction of personal 
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information. In the context of electronic signatures, data protection plays a critical 
role in upholding the confidentiality and integrity of both transmitted and stored 
information. In today’s digital economy, data has become a commodity, traded and 
sold in exchange for services or financial gain. The core principles of data protection 
revolve around privacy, security, and ethical duties upheld by state and non‑state 
actors. Data privacy is an individual’s absolute rights‑based interest in maintain‑
ing control over their personal information and how it is used. On the other hand, 
security focuses on protecting data from leakage, unauthorized access, or misuse 
through the implementation of appropriate technical and organizational measures. 
Ethical responsibilities require governments and private actors to handle data trans‑
parently, accountably, and fairly. Consequently, the state actors should strike a bal‑
ance between the need to collect data and the right to privacy so as not to exercise 
excessive surveillance against citizens. Similarly, non‑state actors, particularly cor‑
porate actors, should ensure user consent, data minimization, and the ethical use of 
data for commercial purposes. Therefore, these principles should set the framework 
while showing respect for the autonomy of all parties concerned and engendering 
trust within the digital ecosystem (Anand and Brass 2021).

The OECD highlights the significance of safeguarding privacy and personal 
data in national cryptography policies and the use of cryptographic methods. 
Furthermore, concerning digital signatures, entities such as certification authorities 
and registration authorities are responsible for handling personal data in accordance 
with applicable jurisdictional requirements. Transactional privacy also constitutes 
a crucial element of data protection, ensuring that personal data obtained during 
transactions is treated with confidentiality and accuracy, even when the subscribing 
party is unaware of its collection (Betkier 2018). Data protection is a topic of para‑
mount importance in the realms of scientific research and technology. The impor‑
tance of protecting personal information stems from the need to prevent its misuse 
by malicious entities in fraudulent activities, including phishing and identity theft 
(Alkhalil et al. 2021).

Meanwhile, various nations have experienced instances of malicious actors contin‑
uously seeking opportunities to exploit weaknesses in data security systems, aiming 
to steal personal information for financial gain and other illicit activities. Accordingly, 
protecting personal data is not just about individual safety; it is also about maintain‑
ing the trust and security of the entire digital ecosystem. Likewise, in the context of 
business and commerce, personal data is the cornerstone of personalized services 
and targeted marketing. Hence, mistrust among consumers caused by misuse or 
data breaches can obliterate the reputation of a company. Subsequently, businesses 
have both a legal and moral responsibility to safeguard consumer information, as 
data breaches can have serious repercussions. Protecting personal information holds 
utmost importance in sectors such as healthcare. To ensure patient privacy and the 
precision of medical diagnoses and treatments, medical records, treatment histories, 
and other sensitive health information must be securely maintained. Unauthorized 
access to such personal information can cause psychological and emotional harm. 
The sense of vulnerability and betrayal of trust can be devastating. Consequently, pro‑
tecting personal data is not a question of choice or preference. Rather, it is an ethical, 
legal, and practical obligation for both state and non‑state actors.
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3.2.1 dAtA hAndling in gpt modelS

The efficiency of GPT models stems from their ability to process and learn from 
massive amounts of data. However, this advantage also poses challenges regarding 
data protection. Because GPT models require massive and diverse datasets, which 
often contain personal data, concerns have been raised about privacy and data secu‑
rity (Kanojia 2024). The GDPR emphasizes the need for data minimization, ensuring 
that only necessary data is collected and processed for a specific purpose (Li et al. 
2024a). In contrast, GPT models thrive on massive amounts of unstructured data, 
making compliance with such regulations difficult (Buddiga 2023).

Furthermore, the transparency of data processing is often compromised due 
to the “black‑box” nature of AI models like GPT. These models operate through 
extraordinarily complex internal mechanisms, making it difficult for developers and 
users to track how decisions or outputs are derived (Ruiz Sarrias et al. 2024). This 
lack of transparency hinders the ability to explain how specific data are used during 
the model’s learning process, raising concerns about potential misuse or accidental 
exposure of sensitive data (Masao et al. 2024).

3.2.2 chAllengeS in dAtA protection

Data protection is one of the most important challenges associated with GPT models. 
Since these models rely on publicly available datasets obtained from the web, they 
may unwittingly include non‑consented personal data. The GDPR and similar data 
protection frameworks require individuals to give explicit consent for their data to 
be used in any processing activity. In the case of GPT, where data collection is auto‑
mated and involves massive datasets, it is impractical to obtain consent from every 
data subject (Binhammad et al. 2024).

Moreover, the concept of data minimization—a cornerstone of the GDPR—poses 
another major challenge. Data minimization involves collecting and processing only 
the data necessary to achieve a specific purpose. However, GPT models benefit from 
exposure to as much data as possible, including duplicate or irrelevant data, to gener‑
ate accurate and contextually relevant outputs (Al‑kfairy et al. 2024). Balancing the 
need for intensive data inputs with the principle of minimization is a fundamental 
dilemma in the development of AI.

3.3 ETHICAL CONSIDERATIONS

Beyond data protection, ethical considerations play a critical role in developing and 
deploying GPT models. A major concern is the expansion of inherent biases in train‑
ing data. GPT models, by design, reflect patterns in their training datasets, meaning 
that any bias—whether racial, gender‑based, or socioeconomic—can be perpetuated 
through the model’s output. This has serious implications, especially in high‑stakes 
applications such as law enforcement, healthcare, and employment, where biased 
decisions can reinforce existing inequalities (Sheng 2022).

Another ethical challenge is the model’s potential to generate harmful or mis‑
leading content. Given the complexity of GPT models, they can produce texts that 



26 Artificial Intelligence in Legal Systems

appear very plausible but may be factually incorrect or intentionally harmful (Ruiz 
Sarrias et al. 2024). The use of AI to generate fake news, fake content, and other 
forms of misinformation has raised alarms among policymakers, who are increas‑
ingly concerned about the potential for AI to be used in disinformation campaigns 
(Fan et al. 2024).

Furthermore, when considering the ethical use of GPT models, the question of 
accountability arises. It remains unclear who should be held responsible. If an AI 
system produces harmful or misleading content—the developers, the users, or the 
AI itself? This question becomes even more complicated when considering the 
increasing autonomy of AI systems in generating outputs without human interven‑
tion (Binhammad et al. 2024).

3.4 OPERATIONALITY OF GENERATIVE ARTIFICIAL INTELLIGENCE

AI is a field dedicated to developing computer systems and models with the capabil‑
ity to perform tasks that would normally require human intelligence. Within the 
realm of AI, models like GPT (Generative Pre‑trained Transformer) have emerged as 
prominent examples.  These models are known for their remarkable aptitude in com‑
prehending and generating human‑like text. To comprehend the technical intricacies 
of GPT‑based AI models, it is essential to delve into their operational intricacies. 
The process initiates with data collection and preprocessing. GPT models undergo a 
pre‑training phase during which they process a vast corpus of text data gathered from 
the internet. This process is instrumental in the model’s acquisition of linguistic pat‑
terns, grammar, and contextual understanding. OpenAI’s GPT‑3 model, for instance, 
is trained on a colossal dataset encompassing over 570GB of text.

At the core of GPT models is the transformer architecture, an intricate neural net‑
work framework celebrated for its ability to capture long‑range dependencies within 
data (Vaswani et al. 2017). To facilitate text analysis, data is tokenized, breaking it 
down into smaller units, typically words or subwords. Each token is associated with an 
embedding vector that encapsulates its meaning within the model’s framework. The 
subsequent step involves pre‑training, wherein the model forecasts the next word in 
a sentence. During this phase, the model acquires the proficiency to discern syntax, 
semantics, and exercise common sense reasoning. This is achieved by fine‑tuning the 
model’s parameters to align with the linguistic patterns observed in the training data 
(Devlin et al. 2018). Following pre‑training, GPT models can be fine‑tuned to cater to 
specific tasks, rendering them versatile for a multitude of applications such as text gen‑
eration, translation, summarization, and more (Radford et al. 2019). When users input 
a prompt or query, GPT generates text by predicting the next token given the context of 
the input. This is achieved through a process known as autoregressive text generation. 
Text generation transpires by predicting one token at a time, with each token influenc‑
ing the next based on probability distributions. GPT models come in a range of sizes, 
with larger models containing more parameters. Larger models tend to exhibit superior 
performance but demand more extensive computational resources (Brown et al. 2020). 
Additionally, it is imperative to acknowledge the ethical considerations associated with 
AI models like GPT. Concerns encompass bias in generated content, the propagation 
of misinformation, and the potential for misuse. Addressing these concerns forms an 
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integral part of the operational process. Attempts to normatively capture the entirety of 
the complex processes referred to as AI remain a significant challenge, to the present 
moment, there is no lack of universally accepted definition—largely due to the dynamic 
and multifaceted evolution of AI systems. The intricate nature and rapid advancements 
of AI make it difficult to stay abreast of its progress and effectively regulate it. The 
complexity and accelerating growth of AI contribute to the difficulty of keeping pace 
with its rapid developments and implementing appropriate regulation. Despite these 
challenges, the necessity of developing a legal definition of what is meant by the con‑
cise term AI or AI systems has prompted many international organizations to under‑
take this effort, with varying degrees of success. Among the definitions of AI systems, 
it is worth mentioning the one created by the OECD, which defines an AI system as:

(…) a machine‑based system that can, for a given set of human‑defined objectives, 
make predictions, recommendations, or decisions influencing real or virtual environ‑
ments. AI systems are designed to operate with varying levels of autonomy.

On the other hand, the Committee on Artificial Intelligence of the Council of Europe 
adopted a significantly more elaborate definition in the Draft Framework Convention 
on Artificial Intelligence, Human Rights, Democracy, and the Rule of Law.

Artificial intelligence system means any algorithmic system or a combination of such 
systems that, as defined herein and in the domestic law of each Party, uses computa‑
tional methods derived from statistics or other mathematical techniques to carry out 
functions that are commonly associated with, or would otherwise require, human intel‑
ligence and that either assists or replaces the judgment of human decision‑makers in 
carrying out those functions. Such functions include, but are not limited to, prediction, 
planning, classification, pattern recognition, organization, perception, speech/sound/
image recognition, text/sound/image generation, language translation, communication, 
learning, representation, and problem solving.

The examples of definitions can be numerous; however, from the perspective of the 
EU, which views artificial intelligence as a central element of the digital transforma‑
tion of society and one of its key priorities, the situation is remarkably similar. One of 
the more comprehensive definitions of AI can be found in the Communication from 
the European Commission on AI, which defines it as follows:

AI refers to systems that display intelligent behaviour by analyzing their environ‑
ment and taking actions – with some degree of autonomy – to achieve specific goals. 
AI‑based systems can be purely software‑based, acting in the virtual world (e.g., voice 
assistants, image analysis software, search engines, speech, and face recognition sys‑
tems) or AI can be embedded in hardware devices (e.g., advanced robots, autonomous 
cars, drones, or Internet of Things applications).

(Palladino 2021)

As a result of over two years of work on the AI Act project, which aims to become 
the world’s first comprehensive regulatory framework governing the functioning 
of artificial intelligence, the EU will also establish a unified definition of artificial 
intelligence:
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‘artificial intelligence system’ (AI system) means software that is developed with one 
or more of the techniques and approaches listed in Annex I and can, for a given set of 
human‑defined objectives, generate outputs such as content, predictions, recommenda‑
tions, or decisions influencing the environments they interact with.

The definition adopted in the AI Act refers to Annex I, which lists the following 
artificial intelligence techniques and approaches:

 a. Machine learning approaches, including supervised, unsupervised, and 
reinforcement learning, using a wide variety of methods, including deep 
learning.

 b. Logic‑ and knowledge‑based approaches, including knowledge represen‑
tation, inductive (logic) programming, knowledge bases, inference and 
deductive engines, (symbolic) reasoning, and expert systems.

 c. Statistical approaches, Bayesian estimation, search, and optimization 
methods.

The EU legislator, in its definition, did not limit itself to a specific technology, aiming 
to capture a broad scope. This approach can be considered fully justified from the 
perspective of the effectiveness of the AI Act and the protection of data processed 
by AI.

3.5  GDPR REGULATION IN THE CONTEXT OF THE 
DEVELOPMENT OF ARTIFICIAL INTELLIGENCE

The issue of data protection has long been a concern within the EU, which is actively 
working to align AI developments with high‑quality data protection standards. One 
of the earliest significant documents addressing this matter was the European Data 
Protection Directive, also known as Directive 95/46/EC. This directive played a cru‑
cial role in establishing the legal framework for privacy and human rights in the EU 
regarding the processing and free movement of personal data. The Treaty of Lisbon 
added Article 16(1) to the TFEU, stating that everyone has the right to the protection 
of personal data concerning them. The EU’s efforts to establish a unified approach 
to data protection are exemplified by the GDPR. Introduced in 2016, the GDPR 
marked a significant advancement in safeguarding personal data. Although it was 
adopted in 2016, it became enforceable in 2018 due to the extensive preparations and 
adjustments required for compliance. The GDPR replaced the previously applicable 
Directive 95/46/EC on the protection of personal data. The GDPR, as a secondary 
act of European law, has a direct effect on national law in the form in which it was 
published in the Official Journal of the EU. The EU legislator aimed to strengthen the 
protection of personal data, including its processing by artificial intelligence systems, 
although the regulation does not contain direct references to AI. Instead, it focuses 
on the general context of personal data protection, introducing a set of principles and 
requirements that impact the application of AI in the EU. As a result, the adoption of 
the GDPR by the European Parliament and the Council was based on Article 16 of 
the TFEU (Hijmans 2016), emphasizing the need to prioritize individual rights over 
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any other objective. One of the fundamental issues of the GDPR in relation to AI, 
including technologies like GPT, is the presence of numerous general clauses and 
vague formulations. These can be interpreted broadly, thereby undermining the basic 
principles of data protection.

According to Article 5(1)(a), alternative 3, of the GDPR, personal data must be 
processed transparently in relation to the data subject. This requirement is particu‑
larly relevant in the context of issues related to artificial intelligence. Furthermore, 
Article 39 of the GDPR establishes the principle of transparency, which requires 
that all information and communication regarding the processing of personal data 
must be easily accessible and understandable, using clear and plain language. This 
principle specifically applies to the information provided to individuals whose data 
is being processed, including the identity of the data controller, the purposes of 
processing, and additional information to ensure fair and transparent processing in 
relation to these individuals and their rights to confirmation and access to personal 
data concerning them. The requirements of transparency are further elaborated in 
Articles 12–15 of the GDPR, which impose obligations on data controllers to provide 
information and ensure access to personal data. These obligations are supported by 
the requirement to implement appropriate technical and organizational measures. 
However, in the case of AI, especially self‑learning technologies such as GPT, 
data controllers face many challenges in transparently demonstrating the potential 
impacts of AI in each individual case. At this point, a fundamental problem arises: 
the blatant misalignment between EU regulations on personal data protection and 
the specific nature of self‑learning AI systems. This misalignment results in signifi‑
cant limitations to achieving complete transparency in data processing. According 
to the fundamental provision of the GDPR, processing of personal data is permitted 
only with the explicit consent of the data subjects. However, the contemporary AI 
applications use large datasets, some of which can contain sensitive personal infor‑
mation. Correspondingly, it might be exhausting to verify that consent is attained 
and monitored for all data used in AI applications. The regulation also reinforces the 
principle of data minimization, which entails the limitation of collecting and stor‑
ing personal data for specific purposes. Meanwhile, collecting humongous datasets 
is a very natural trait of AI. Apparently, ensuring the harmonious coexistence of the 
GDPR and the operationality of AI applications can be formidable and challenging. 
Other practical implications of the regulation are the implementation of the GDPR’s 
“right to explanation,” which is complex and challenging with sophisticated AI mod‑
els, since many AI systems, especially deep learning models, are regarded as “black 
boxes”. Thus, it can be challenging to provide accurate justifications for the choices 
they make. Similarly, the AI models may be trained with prejudiced data, which 
might provide biased results. Algorithmic discrimination can lead to discrimina‑
tory practices, since current legislation does not offer explicit guidance on how to 
adequately address it. Striking an equilibrium between data security, privacy, and the 
application of AI can be complicated. The GDPR’s emphasis on data protection may 
need stringent security measures, which could make AI applications less beneficial.

The weakness of the GDPR regulation and the lack of uniformity in its applica‑
tion became evident with the global success of Chat‑GPT, which relies on processing 
vast amounts of data. Doubts regarding the compliance of the chatbot’s operations 
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with European regulations on personal data protection started to arise in individual 
EU member states. Italy was the first European country where the functioning of 
Chat‑GPT was temporarily restricted. By a decision dated March 30, 2023, based on 
Article 58(2)(f) of the Regulation (EU) 2016/679 of the European Parliament and of 
the Council of April 27, 2016, the Italian data protection authority (Garante per la 
protezione dei dati personali) imposed a temporary limitation on the processing of 
all personal data of Chat‑GPT users within the territory of Italy (Chiara 2023). The 
Italian authority cited the lack of a proper legal basis for the functioning of AI, which 
is necessary for the lawful collection and processing of personal data used to train 
the algorithms. The authority pointed out that the actions of OpenAI L.L.C. violated 
Articles 5, 6, 8, 13, and 25 of the GDPR.

According to the Italian data protection authority, Chat‑GPT unlawfully collects 
personal data of users due to the lack of information provided to users and all con‑
cerned parties regarding the data collected by OpenAI LLC and processed by the 
Chat‑GPT service. Also, there is no adequate legal basis justifying the mass collec‑
tion and storage of personal data to “train” the algorithms underlying the functioning 
of Chat‑ GPT. Furthermore, the information provided by Chat‑GPT does not always 
correspond to real data, indicating improper handling of personal data. It was also 
pointed out that, despite the terms published by OpenAI stating that the service is 
reserved for users above 13 years of age, there is a lack of age verification systems for 
Chat‑GPT users, thereby exposing children under the age of 13 to responses that are 
completely inappropriate for their level of development and self‑awareness.

Similar concerns were expressed by national data protection authorities in 
Germany, Spain, and France. The European Data Protection Board (EDPB) has estab‑
lished a new task force specifically dedicated to addressing privacy issues related to 
Chat‑GPT and similar artificial intelligence technologies. The task force will focus 
on assessing the compliance of these technologies with the GDPR and ensuring the 
protection of individuals’ personal data. Its goal is to ensure that the development and 
deployment of Chat‑GPT are aligned with European privacy standards and respect 
individuals’ right to privacy. The task force will collaborate with relevant stakehold‑
ers, including artificial intelligence developers and privacy experts, to gather knowl‑
edge and formulate recommendations regarding privacy protection in the context of 
AI‑based chat systems.

The functioning of AI and potential violations of data processing principles out‑
lined in the GDPR can be considered one of the main challenges for the EU in the 
context of AI system development. For many years, there has been awareness of the 
numerous and often unpredictable consequences arising from AI processing vast 
amounts of data. Despite these acknowledged risks, it is difficult to argue that the 
GDPR provisions concerning data protection have been fully effective, as practice 
suggests otherwise. Despite the existence of artificial intelligence systems in various 
forms for several decades, the EU legislator did not adequately anticipate techno‑
logical advancements when drafting the GDPR (Kesa and Tanel 2020). Therefore, in 
recent years, it has become entirely justified to question whether, and to what extent, 
practical problems related to artificial intelligence, particularly technologies based 
on self‑learning GPT models that process massive amounts of data, can be resolved 
within the existing legal framework.
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3.6  POLITICAL DEMANDS AND HARMONIZATION 
EFFORTS OF THE EU REGARDING NEW 
TECHNOLOGIES AND DATA PROTECTION

The growing significance and proliferation of AI technology have influenced the 
formulation of specific demands within the EU, which were expressed, among oth‑
ers, in the political guidelines for the European Commission for the years 2019–
2024. In response to these demands, President Ursula von der Leyen announced that 
the Commission would propose regulations establishing a coordinated European 
approach to the social and ethical implications of artificial intelligence. In line with 
this announcement, on February 19, 2020, the Commission published a White Paper 
on Artificial Intelligence—A European Approach to Excellence and Trust. The 
White Paper outlined strategic options for achieving the dual objective of promoting 
the use of artificial intelligence while addressing the risks associated with certain 
applications of this innovative technology. The document emphasized the need for 
the EU to define its own path, based on European values, to promote the development 
and deployment of artificial intelligence.

On February 19, 2020, the European Commission issued a communication to the 
European Parliament, the Council, the European Economic and Social Committee, 
and the Committee of the Regions titled European Strategy for Data. In this docu‑
ment, the Commission set an ambitious goal of making the EU a model society 
where data enables better decision‑making, both in businesses and the public sector. 
It also emphasized the need to create appropriate legal foundations for regulating 
the functioning of artificial intelligence while respecting fundamental rights, such 
as data protection, as enshrined in the Charter of Fundamental Rights of the EU and 
the Treaty on the Functioning of the EU. The European Commission highlighted 
interoperability and data quality, as well as their structure, authenticity, and integ‑
rity, as crucial factors for harnessing the value represented by data, especially in 
the context of implementing AI. It also emphasized the importance for encourag‑
ing the use of standardized and commonly compatible formats and protocols for 
collecting and processing data from various sources in a coherent and interoper‑
able manner across all sectors and vertical markets, through a progressive plan for 
ICT standardization (Wallace 2020). Furthermore, concerning public services, the 
European Commission highlighted the need to strengthen European interoperability 
frameworks. The European Commission’s proposal dated April 21, 2021, regard‑
ing the establishment of harmonized rules on AI (the AI Act), aimed to implement 
these postulates. The rationale behind the proposal clearly indicated that promoting 
AI‑based innovation is linked to the Data Governance Act, the Directive on Open 
Data, and other initiatives that are part of the European Data Strategy.

The AI Act, whose goal is to comprehensively regulate the functioning of AI 
within the EU, was adopted in 2024. The Act classifies AI applications into three 
risk categories. The first category includes systems that pose an unacceptable 
risk, high risks, and low or minimal risks. Unacceptable risks, such as state‑run 
social scoring like that implemented in China, are prohibited. The second category 
encompasses high‑risk applications, like CV‑scanning tools that evaluate job can‑
didates, which must adhere to certain legal standards. Finally, applications that are 
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not specifically banned or categorized as high‑risk remain mostly unregulated. The 
adoption of the regulation aligns with the EU’s ongoing policy of digital transfor‑
mation, aimed at integrating digital technologies used by businesses and address‑
ing their impact on society. AI is recognized as one of the technologies with the 
greatest influence.

On June 14, 2023, the European Parliament adopted a series of amendments with 
a majority of 499 votes, some of which relate to the relationship between data protec‑
tion and AI. The adoption of these amendments was influenced, among others, by the 
opinions of the European Central Bank, the European Data Protection Board, and 
the European Data Protection Supervisor. Amendment No. 3 significantly expanded 
the objectives of the regulation, defining them as follows:

The purpose of this Regulation is to promote the uptake of human centric and trustwor‑
thy artificial intelligence and to ensure a prominent level of protection of health, safety, 
fundamental rights, democracy and rule of law and the environment from harmful 
effects of artificial intelligence systems in the Union while supporting innovation and 
improving the functioning of the internal market. This Regulation lays down a uniform 
legal framework in particular for the development, the placing on the market, the put‑
ting into service and the use of artificial intelligence in conformity with Union values 
and ensures the free movement of AI‑based goods and services cross‑border, thus pre‑
venting Member States from imposing restrictions on the development, marketing and 
use of Artificial Intelligence systems (AI systems), unless explicitly authorized by this 
Regulation. Certain AI systems can also have an impact on democracy and rule of law 
and the environment. These concerns are specifically addressed in the critical sectors 
and use cases listed in the annexes to this Regulation.

(De Almeida et al. 2021)

The reference to the use of AI in line with the values of the Union also relates to the 
fundamental value of data protection. This provision was reinforced by Amendment 
No. 4, which introduced a completely new Article 1a. It explicitly states that the 
regulation should protect the values of the Union, facilitate the distribution of ben‑
efits from artificial intelligence in society, and safeguard individuals, businesses, 
democracy, the rule of law, and the environment from threats, while also stimu‑
lating innovation and employment and establishing the Union as a leader in this 
field. Amendment directly related to the training methods of GPT‑like technologies 
is introduced in Article 2a of the draft, which specifically highlights the frequent 
reliance of AI on processing large amounts of data, including personal data. This 
necessitates the grounding the AI Act on Article 16 of the Treaty on the Functioning 
of the European Union (TFEU). Article 16 of the TFEU guarantees the right to the 
protection of personal data and envisages the adoption of provisions concerning the 
protection of individuals regarding the processing of personal data. The EU legisla‑
tor has also emphasized the risks and material and non‑material physical, psycho‑
logical, social, and economic harm that AI can pose to the public or private interest 
and to the fundamental rights of individuals protected by EU law, depending on 
the specific circumstances of its application and use, as well as the level of techno‑
logical development. The draft regulation sets forth the requirement for artificial 
intelligence systems to make their utmost efforts to comply with high‑level general 
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principles that promote a cohesive, human‑centric approach to ethical and trustwor‑
thy artificial intelligence, in accordance with the Charter and the values upon which 
the Union is founded. These include the protection of fundamental rights, the guid‑
ing and supervisory role of humans, technical robustness and safety, privacy and data 
management, transparency, non‑discrimination and fairness, as well as social and 
environmental well‑being.

According to the newly added Article 28a in the draft regulation, when classifying 
an artificial intelligence system as a high‑risk system, the scale of its harmful impact 
on fundamental rights protected by the Charter is of paramount importance. Among 
these rights is the right to the protection of personal data, among others. The draft 
regulation acknowledges the risks associated with AI systems, which can arise from 
both their design and their use. Operators of high‑risk AI systems play a crucial role 
in safeguarding fundamental rights, including the right to the protection of personal 
data, complementing to the obligations of the provider during the development of AI 
systems. According to the EU legislator, operators of AI systems have a better under‑
standing of how a high‑risk AI system will be specifically applied and can therefore 
identify potential serious risks that were not anticipated during the development stage, 
thanks to more precise knowledge of the context of use and the individuals or groups 
of individuals that the system may impact, including marginalized and particularly 
vulnerable groups. The draft regulation states that operators should establish appropri‑
ate management structures in this specific usage context, such as provisions for human 
oversight and procedures for handling complaints and claims, as choices in the man‑
agement structures can be crucial in mitigating threats to fundamental rights in specific 
use cases. To effectively ensure the protection of fundamental rights, an operator of 
a high‑risk AI system should conduct an impact assessment of the system on funda‑
mental rights before deploying it. The impact assessment should be accompanied by 
a detailed plan describing the measures or tools that will help mitigate the identified 
risks to fundamental rights, to be completed no later than the time of deployment. If 
such a plan cannot be identified, the operator should refrain from deploying the sys‑
tem. When conducting the impact assessment, the operator of the AI system should 
notify the national supervisory authority and, to the greatest extent possible, the rel‑
evant stakeholders, as well as representatives of groups that may be affected by the AI 
system, in order to gather the necessary information for the impact assessment. They 
should also be encouraged to provide a summary of the impact assessment regarding 
fundamental rights for public knowledge on a website. These obligations should not 
apply to small and medium‑sized enterprises (SMEs) that may have difficulty conduct‑
ing such consultations due to a lack of resources. However, SMEs should also make 
efforts to engage with such representatives when conducting the impact assessment on 
fundamental rights. Additionally, considering the potential impact and the need for 
democratic oversight and control, operators of high‑risk AI systems who are public 
authorities or institutions, bodies, offices, and agencies of the Union, as well as opera‑
tors designated as access providers under Regulation (EU) 2022/1925, are required to 
register the deployment of each high‑risk AI system in a public database.

On a similar front, the EU has also started preparing to put into force the ePri‑
vacy Regulation, an ambitious legislative plan geared to encompass electronic com‑
munications, cookies, and their interplay with future technologies, especially AI.  
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In line with the GDPR’s consent‑driven approach, this regulation stresses the necessity 
for explicit, unequivocal user consent for the processing of electronic communications 
data. Consequently, data subjects will have more control and choice over how their data 
is utilized, particularly in the case of AI systems that depend on user‑generated data. The 
Regulation also intends to preserve the confidential nature of electronic communications 
as a fundamental principle, forbidding the interception or surveillance of communica‑
tions without the subject’s express consent. This is vital for AI systems like chatbots 
or voice assistants that assess communications data. As a result, applications of AI that 
rely on data obtained through cookies or electronic communications may face challenges 
conforming to these stringent regulations. The ePrivacy Regulation aims to promote a 
unified approach to data protection and privacy in the EU as a supplement to the GDPR. 
These regulations may operate together to provide an integrated data protection structure, 
which will affect how AI is developed and used across different industries.

Also, to cope with the evolving challenges posed by cyber threats, the EU has 
been developing a comprehensive cybersecurity framework. This framework is 
directly applicable to the integration of AI into numerous industries. The Network 
and Information Systems Directive, implemented in 2018, outlines criteria for the 
security of network and information systems in sectors essential to the public, such 
as healthcare, transport, finance, energy, and others. The operations of these sectors 
are increasingly adopting the AI models. Hence, operators of such critical and digital 
service providers are mandated under these guidelines to maintain the accountability 
and robustness of their systems. Later, in 2019, a framework for the cybersecurity 
certification of goods, services, and procedures was developed by the EU through the 
Cybersecurity Act. The certification and trust‑building protocols of this Act can be 
implemented within AI systems to ensure their security and reliability. Meanwhile, 
many cybersecurity competence centers have been established throughout the EU to 
encourage cooperation and knowledge exchange among member states, businesses, 
and academia. These centers are vital for strengthening the resilience of digital infra‑
structures and boosting research and innovation in AI and cybersecurity.

3.7 CONCLUSION

This chapter has provided an in‑depth analysis of the European Union’s position on 
the protection of personal data within the rapidly advancing domain of generative 
pre‑trained transformer (GPT) technology. By exploring both the operational facets 
of GPT and its profound impact on privacy and personal data, this chapter has high‑
lighted the pressing challenges posed by the massive datasets required for AI models, 
such as the conflict between data minimization principles and the operational needs of 
GPT models. It further emphasized how the European Union, through its robust legal 
frameworks such as the GDPR, has taken proactive steps to address these challenges.

Moreover, the European Union has demonstrated a clear commitment to navigat‑
ing the moral, legal, and societal complexities surrounding GPT technology. This 
commitment is reflected in its ability to balance the promotion of technological inno‑
vation with the safeguarding of citizens’ fundamental rights. The political guidelines 
for the European Commission (2019–2024), along with the White Paper on Artificial 
Intelligence, underscore the EU’s focus on creating an ethical and human‑centered 
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AI ecosystem. These initiatives aim not only to harness the economic benefits of AI 
but also to mitigate the risks associated with issues such as privacy violations, bias, 
and the misuse of personal data.

The European Strategy for Data further reinforces the EU’s goal of becoming 
a global leader in responsible data‑driven innovation. It aims to create a society 
where data enhances decision‑making while upholding citizens’ fundamental rights, 
including privacy and data protection. By establishing stringent regulations and pro‑
moting ethical AI practices, the EU seeks to prevent the unintended consequences 
of GPT technology, such as the propagation of bias, the lack of transparency in data 
processing, and the risk of disinformation. The “black‑box” nature of GPT models 
and the challenges in achieving transparency and accountability are being actively 
addressed by the EU to ensure that AI development aligns with European values of 
fairness, transparency, and accountability.

The two‑year legislative process has resulted in critical changes, emphasizing a 
trustworthy, human‑centered approach to AI that aligns with European values while 
ensuring the free flow of AI‑based goods and services across national borders. As 
the legislative process advances, it is evident that the EU remains at the forefront 
of global efforts to encourage innovation, protect fundamental rights, and establish 
itself as a leader in the field of artificial intelligence. By skillfully navigating the 
complexities of generative AI, the EU is setting an example of how to foster tech‑
nological progress while upholding the privacy, security, and ethical principles that 
underpin a fair and just digital society.

3.8 KEY TERMS AND CONCEPTS

AI (Artificial Intelligence): The simulation of human intelligence in machines designed to 
perform tasks that typically require human intelligence, such as language under‑
standing, problem‑solving, and decision‑making.

Data Minimization: A GDPR principle that emphasizes collecting only the minimum 
amount of personal data necessary for a specific purpose, limiting the overcollec‑
tion of sensitive data.

GDPR (General Data Protection Regulation): A comprehensive EU law enacted to protect 
personal data of individuals within the EU. It outlines how organizations should 
handle and protect personal data, with provisions for transparency, data minimiza‑
tion, and explicit consent.

Generative Pre‑trained Transformer (GPT) Technology: GPT is a type of artificial intel‑
ligence model designed to understand and generate human‑like text. It uses large 
datasets and self‑learning techniques to analyze linguistic patterns and generate 
contextually relevant responses.

Machine Learning: A branch of AI that involves training algorithms on data so they can 
learn patterns and make predictions or decisions without being explicitly pro‑
grammed for specific tasks.

Personal Data: Information related to an identifiable individual, including names, addresses, 
IP addresses, or even online behaviors, which must be protected to ensure privacy 
and prevent misuse.

Transformer Architecture: The neural network architecture used in models like GPT excels 
at capturing relationships between words or tokens in long‑range sequences, mak‑
ing it effective for text processing.
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4 The Artificial Intelligence 
Strategy of the European 
Court of Justice
Nature, Scope, and 
Consequences

Margarita Robles‑Carrillo

4.1 INTRODUCTION

For some time now, artificial intelligence has been a growing topic of discussion 
in various forums and from several perspectives, including the administration of 
justice. In this area, AI can perform a wide spectrum of functions, from offer‑
ing technical assistance or developing purely administrative tasks to supporting 
judges in the decision‑making process (Re and Solow‑Niederman, 2019, p.  242; 
Spyropoulos and Androulaki, 2023, pp.  1–8). In some cases, such as in China 
or India, the possibility of replacing human judgement with decisions made by a 
programme, a device, or robotic judge (Elsie, 2024, pp. 107–109). Without going 
that far, the goal of becoming a “smart court” is a declared and shared objective 
(Tahura and Selvadurai, 2022, pp. 3–21. In contrast to other areas, the crucial point 
here is that this concerns the administration of “justice” (Chronowski et al., 2021, 
p. 169; Tamosiuniene et al., 2024, p. 207), which is a fundamental principle and the 
ultimate safeguard for the respect of the law. The regulation and application of AI 
in the judicial sphere, therefore, raise issues that are absent, irrelevant, less serious 
or of lower importance in other sectors (Shevchuk et al., 2023, pp. 346–362; Garg 
and Chandra, 2021, p. 5).

In 2024, the Court of Justice of the European Union (CJEU) presented its Artificial 
Intelligence Strategy (Court of Justice of the European Union, 2024). According to 
the strategy, AI holds significant potential for the Court from a twofold perspective: 
it enables the automation of simple tasks in judicial and administrative areas, and it 
offers new possibilities in legal research, translation, and interpretation.

The analysis of the CJEU Strategy is necessary, useful, and relevant for two main 
reasons: (a) The potential range of functions that might be assigned to AI, accord‑
ing to the description of its potential; and (b) The unique nature and authority of the 
CJEU, which will necessarily impact the judicial practice in Member States. The 
debate on AI and justice is currently effervescent. The CJEU’s position on the issue 
matters and it matters significantly.
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Moreover, the CJEU Strategy’s presentation raised expectations that might be 
developments in the judicial field within the general context of the European digi‑
talization process. The 2019–2023 European e‑Justice Action Plan paid specific 
attention to AI in some respects. Interlinking legal data, promoting semantic interop‑
erability, and developing AI tools for the analysis of court decisions are specific areas 
of interest, although the primary proposed action is to define the role of AI in the 
field of justice (Ontanu, 2023, pp. 93–110). However, the European e‑Justice Strategy 
2024–2028, approved by the Council in November 2023 with the aim of guiding 
the ongoing digital transformation in the justice domain across the EU, makes little 
reference to AI (Council of the European UnionCouncil, 2023, p. 1). The then ongo‑
ing negotiations on the European regulation on AI might have advised prudence in 
this respect.

In the meantime, within the Council of Europe, the European Commission for the 
Efficiency of Justice (CEPEJ) has been actively working on the use of AI in the field 
of justice (Kharitonashvili, 2023, pp. 1–2; Spyropoulos & Androulaki, 2023, p. 1). 
In December 2018, it adopted the European Ethical Charter on the Use of Artificial 
Intelligence in Judicial Systems and Their Environment (European Commission for 
the Efficiency of Justice of the Council of Europe, 2018). In 2020, CEPEJ published 
a feasibility study focused on the possible introduction of mechanisms for certify‑
ing AI tools and services in the sphere of justice (European Commission for the 
Efficiency of Justice of the Council of Europe, 2020).

In 2020, the European Commission published a report entitled “Study on the use 
of innovative technologies in the justice field.” The assessment of ongoing projects 
in terms of categories of problems and solutions, the results of consultations between 
Member States and institutions, and the review of existing literature led to a com‑
prehensive and rigorous analysis of the situation (European Commission, 2020). In 
October 2020, the Council of the EU also published the Presidency Conclusions 
on the Charter of Fundamental Rights in the Context of Artificial Intelligence and 
Digital Change. According to them, “Access to justice, transparency and explicability 
of judicial processes and decision‑making, an independent judiciary and legal cer‑
tainty are essential to the proper functioning of the justice system in accordance with 
the rule of law.” It defends a “fundamental rights‑based approach to AI” (Council of 
the European UnionCouncil, 2020, pp. 11 and 7). The European approach is quite 
different from that of the United States and China (Chun et al., 2024).

After this introduction, the context in which the strategy emerges can be better 
appreciated. The European approach to AI is relevant for framing the Court’s strat‑
egy. Building on this strategy, this chapter analyses the general framework, objec‑
tives and principles, issues and challenges, and the governance model designed in 
the CJEU Strategy.

4.2 THE EUROPEAN APPROACH TO AI

The EU’s progressive approach to AI has been paradigmatic. Firstly, the debate 
focused on ethical values and principles in various forums with meaningful results 
(Nikolinakos, 2023), particularly the Ethics Guidelines for Trustworthy adopted by 
the High‑Level Expert Group on Artificial Intelligence (Smuha, 2019). Secondly, 
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the regulatory process was developed to address the most relevant AI‑related issues, 
resulting in the adoption of a regulation. Finally, the need for an overarching legal 
framework became evident and is now under discussion.

In 2024, Regulation (EU) 2024/1689, known as the Artificial Intelligence Act, has 
entered into force (Regulation 2024, p. 1), while the Council of Europe Framework 
Convention on Artificial Intelligence and Human Rights, Democracy, and the Rule 
of Law was opened for signature (Council of Europe, 2024). Although they differ in 
scope and reflect the specificities of their respective organizations, both legal instru‑
ments are a human‑centric foundation and common principles and values. According 
to Regulation (EU) 2024/1689, “certain AI systems intended for the administration of 
justice and democratic processes should be classified as high‑risk, considering their 
potentially significant impact on democracy, the rule of law, individual freedoms as 
well as the right to an effective remedy and to a fair trial.” Following this norm, it is 
appropriate to qualify the following as high‑risk systems: (a) AI systems intended to 
be used by a judicial authority or on its behalf to assist in researching and interpreting 
facts and the law, and in applying the law to a concrete set of facts; (b) systems used to 
address the risks of potential biases, errors, and opacity; and (c) AI systems intended 
to be used by alternative dispute resolution bodies when the outcomes of such pro‑
ceedings produce legal effects for the parties involved (Gstrein et al., 2024). Annex 
III lists the high‑risk AI systems referred to in Article 6.2, including, in the field of 
administration of justice, “AI systems intended to be used by a judicial authority or on 
their behalf to assist a judicial authority in researching and interpreting facts and the 
law and in applying the law to a concrete set of facts, or to be used in a similar way 
in alternative dispute resolution” (Regulation, 2024, p. 128). In contrast, AI systems 
intended for administrative activities that do not affect the administration of justice 
in individual cases, such as anonymization or pseudonymization of judicial decisions, 
documents or data, communication between personnel, and administrative tasks, are 
not considered high‑risk systems. Regulation (EU) 2024/1689 is clear: while the use 
of AI tools can support the decision‑making power of judges or judicial independence, 
it should not replace it. Final decisions must remain a human‑driven activity.

The EU has been among the first signatories of the Council of Europe Framework 
Convention on Artificial Intelligence and Human Rights, Democracy, and the Rule 
of Law, which recognizes that AI “may offer unprecedented opportunities to protect 
and promote human rights, democracy and the rule of law.” However, it may also 
“undermine human dignity and individual autonomy, human rights, democracy and 
the rule of law.” According to Article 3, the Convention covers activities “within the 
lifecycle of artificial intelligence systems that have the potential to interfere with 
human rights, democracy and the rule of law.” The administration of justice is a main 
concern. In fact, Article 5 establishes that each Party shall adopt or maintain mea‑
sures to ensure that artificial intelligence systems are not used to undermine respect 
for judicial independence and access to justice.

The Strategy of the CJEU has been adopted within a context in which the regula‑
tion and management of AI has become a priority at both the European and inter‑
national levels. This background provides the basis for analysing the strategy from 
a broader and more comprehensive perspective, starting with an explanation of its 
general framework.
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4.3 GENERAL OVERVIEW

In accordance with the terms of the strategy, the CJEU began exploring the possi‑
bilities of AI around 2019, when the Innovation Lab was established with the aim of 
investigating emerging technologies and how they must be addressed by the Court. 
In 2020, the AI+ Network was constituted, bringing together representative users 
from different departments, offices, and chambers of the Court.

The basic guidelines supporting this process include promoting collective intel‑
ligence, fostering multidisciplinary initiatives, and sharing experiences with other 
EU institutions. The concept of a “smart court” is explicitly invoked as a model of 
e‑justice aimed at improving efficiency, transparency, and accessibility. This idea 
constitutes the objective of the CJEU and represents the path it has begun to follow 
through digitization and introduction of emerging technologies. In this regard, fol‑
lowing its strategy, the CJEU may explore the use of AI “to analyze large amounts 
of legal data, provide insights into cases, improve the efficiency of legal research, or 
automate administrative activities” (Court of Justice of the European Union, 2024, 
p. 9). However, an analysis of this strategy reveals some of its shortcomings and limi‑
tations in structural, conceptual, and functional aspects.

From a structural perspective, the strategy does not facilitate comprehension of its 
content. On the one hand, Sections 4 and 5, on “risks” and “readiness,” respectively, 
should preferably be linked, as both identify the issues posed by this technology from 
different perspectives. On the other hand, Sections 6–8 might be better understood 
as forming the governance model, articulated in different sub‑sections dedicated to 
each aspect or component. As they are, these sections do not clearly express the 
effective connection and interaction between them. Finally, although Section 4 is 
focused on risks, some of them are detailed in the introduction but not reproduced in 
this specific section. The result is neither systematic nor coherent.

From a conceptual point of view, the CJEU’s strategy raises several problems. 
Firstly, it recognizes that there are many definitions of AI (Emmert‑Streib et  al., 
2020, pp.  2–3) but fails to clearly point out that there is no normative definition 
(Malhotra, 2017, p.  2), which is a major problem for its proper legal understand‑
ing and comprehension. Secondly, it refers to European Regulation 2024/1689 for 
the definition of AI when, in fact, this norm defines an “AI system,” not “AI” as 
the CJEU’s strategy seems to imply (Court of Justice of the European Union, 2024, 
p. 6). Thirdly, the strategy classifies AI into two types: narrow and general. Neither 
the definitions of these types are correct, nor is this typology the only or the most 
relevant one in this matter. The reference to other subfields or specialized branches—
computer vision and robotics—only aggravates the problem, as those are techniques, 
instruments, achievements, or results, but not types of AI in a precise sense.

From a functional approach, the explanation of the technical performance of AI 
is neither clear nor minimally accurate. The comparison with classical programming 
does not help in improving understanding. The description fails to capture the pro‑
cess’s basic technical nature relevant for a minimal understanding of its methodology 
(Emmert‑Streib et al., 2020, pp. 4–5). However, the benefits of this technology are 
clearly identified: improving the efficiency of the Court; reducing its workload; mak‑
ing better use of its resources; and “lead to a more transparent, effective and efficient 
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judicial system, benefiting both the Court and the people it serves” (Court of Justice 
of the European Union, 2024, p. 10).

In its conclusions, the CJEU Strategy considers that the experience acquired can 
enable and support the transition from the “exploration phase” to the “industrializa‑
tion phase.” According to the strategy, “the foundations are already in place and 
we have several strengths.” These include an innovative organization with talented 
people, the catalyst function of the Innovation Lab, and the modernization of the IT 
landscape (Court of Justice of the European Union, 2024, p. 23). These statements 
imply a tone of overconfidence or optimism. In addition, when determining the steps 
to be taken, the strategy once again fails by offering a list of measures that lack sub‑
stance, systematics, or hierarchy. This problem permeates much of the strategy and 
becomes evident in the definition of its objectives and principles.

4.3.1 AxiologicAl And teleologicAl bAckground

Principles and objectives, which are a core ingredient of any European action in the 
digital field, do not hold this value and status in the CJEU Strategy. There is a sig‑
nificant imbalance between the attention given to the objectives and the much lesser 
emphasis placed on the principles, which are even listed later rather than earlier, as 
is usually the case for their nature and relevance. The principles receive scarce and 
inconsistent attention.

4.3.1.1 Objectives and Goals
The overall purpose of the CJEU Strategy is to harness the capabilities of respon‑
sible, equitable, traceable, reliable, and governable AI to become a smart court. The 
strategy focuses on three main objectives: (a) improve the efficiency and effective‑
ness of the administrative and judicial processes, (b) enhance the quality and con‑
sistency of judicial decisions, and (c) increase access to justice and transparency for 
EU citizens.

The objective of achieving efficiency and effectiveness entails different measures, 
although it does not clearly and sufficiently distinguish between the CJEU’s admin‑
istrative and judicial activities, as required by their different scope and nature. It 
envisages identifying and integrating AI solutions with several proposals that do not 
account for the differentiated treatment needed by each of these activities. The same 
applies to the following specific goals: enabling data‑driven transformation, optimiz‑
ing work processes, and leveraging AI benefits; creating a transformative ecosystem; 
and adopting a governable AI.

The goal of enhancing the quality and consistency of judicial decisions involves 
exploiting automation and standardization, as well as improving legal research. The 
main emphasis is placed on the automation of processes such as searches, transla‑
tions, document correlation, legal research, and checking the consistency and quality 
of documents. There is only a brief reference to the need to develop the principle of 
explicability, despite it being a basic issue in the digital legal world.

The objective of increasing access to justice and transparency for European 
citizens includes some relevant measures for people with disabilities. Otherwise, 
it merely refers to tools such as chatbots, avatars, virtual assistants, or augmented 
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reality for informational purposes. A concrete goal is collaboration with national 
courts, institutions, and academia, particularly for digital databases and interoper‑
able AI solutions. The specific measures included in this section are generic and 
basic, and, in any case, do neither provide nor suggest the required specific discourse 
for judicial activities.

4.3.1.2 Principles
The principles of the CJEU Strategy have received less attention than the goals. This 
section of the document deserves two main critiques. On one hand, legal and ethical 
principles are mixed even though distinguishing them seems elemental and logical in 
a strategy issued by a judicial entity. On the other hand, the analysis of the strategy’s 
statement of principles reveals three problems: (a) it does not prioritize or hierarchize 
them (for instance, privacy cannot be treated the same way as continuous improve‑
ment); (b) it does not distinguish between pre‑existing and newly created principles 
or rights, which require different treatment; and (c) it ignores basic principles such as 
dignity and equality, or even the explicability of decisions with legal effects. This is a 
genuine issue. Legal principles concerning the use of AI are complex and specifically 
relevant in the judicial field (Tahura & Selvadurai, 2022, pp. 9–10), particularly in 
human rights (Corhaneanu, 2022, p. 91) and the rule of law (Greenstein, 2023, p. 287).

By contrast, the European Ethical Charter on the Use of Artificial Intelligence 
in Judicial Systems and Their Environment, adopted in 2018 by the European 
Commission for the Efficiency of Justice of the Council of Europe, clearly and pre‑
cisely identifies the core principles to be respected in the processing of judicial deci‑
sions and data by algorithms: respect for fundamental rights; non‑discrimination; 
quality and security; transparency, impartiality, and fairness; and the principle “under 
user control” (European Commission for the Efficiency of Justice of the Council of 
Europe, 2018, pp. 7–12). Although not all of them, such as the last one, are legal 
principles, there is a clear priority and order in the selection of these principles that 
is absent in the CJEU’s strategy.

4.3.1.3 Issues and Challenges
The CJEU Strategy includes a specific section 4 entitled “Risks and possible mitiga‑
tion strategies.” However, risks and solutions are not identified and explained clearly 
and consistently. On the one hand, references to the risks can be found both in the 
introduction and in section 4 without a clear correlation between them. On the other 
hand, the introduction makes a distinction between two types of risks—the risk of 
using AI ourselves and the risk of AI being used by others—although this distinc‑
tion is not exported to the rest of the strategy or specifically in section 4. Not all the 
risks enumerated in the introduction are considered in section 4, nor do they follow 
the same typology. Despite their relevance, for instance, “False or inaccurate (or 
irrelevant) information” and “Disinformation, censorship and control” are risks that 
appear only in the introduction.

4.3.1.4 General Risks
Section 4 of the Strategy focuses on the risks and mitigation measures, which are 
presented in a table that tries to systematize and describe each of them. Nevertheless, 
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this exposition of risks and measures is neither systematic, comprehensive, nor coher‑
ent, and it does not address the issues or their solutions for many reasons.

Firstly, the reference to ethical concerns together with and even before mention‑
ing the disclosure of sensitive data—which is a violation of law—makes it clear once 
again that the CJEU Strategy has not been able to distinguish between law and eth‑
ics (Rességuier & Rodrigues, 2020, p.  1). The description of this issue is particu‑
larly troubling. According to the strategy, the use of AI “in the judicial system could 
raise ethical concerns about the role of machines in the decision‑making process and 
its impact on people’s lives” (Court of Justice of the European Union, 2024, p. 17). 
Although there are obviously ethical concerns, as Hagendorff points out, sometimes 
“ethics can also simply serve the purpose of calming critical voices from the public, 
while simultaneously the criticized practices are maintained within the organization” 
(Hagendorff, 2020, p. 2). European values and principles, with their ethical dimen‑
sion, are part of the EU normative framework and are applied as such. In the judicial 
sphere, there are many relevant and serious legal problems that a high court must be 
able to identify and properly address, as the solution to these legal problems is its 
primary function.

Secondly, concerning the identification of risks, the CJEU Strategy mixes vulner‑
ability to cyber‑attacks with explainability or resources, among others, offering a 
potentially confusing picture in which risks are neither properly defined nor priori‑
tized or systematized. Not all risks are the same, and not all concepts identified as 
risks are actual risks. Resilience is not one. The strategy does not identify the risks 
clearly and precisely: the risk is not resilience or explainability, but the lack thereof. 
Bias is different from discrimination (Montañez et  al., 2019, p. 1). Although they 
are related phenomena, they require different treatment because the latter is a clear 
infringement of a fundamental right (Corhaneanu, 2022, p. 98). Any discrimination 
can “undermine the credibility and fairness of the legal system” (Court of Justice of 
the European Union, 2024, p. 17), but it is also a breach of a fundamental right.

Thirdly, the so‑called “Relevance” risk overlaps in some way with the “Bias and 
Discrimination” risk (European Union Agency for Fundamental Rights, 2019). They 
both appeal to the need for data quality and offer similar solutions. A single risk 
category concerning the lack of data quality might have been more coherent and 
comprehensive. A similar overlap happens with “Over‑relying on technology” and 
“Hyper abuse.” Although they are different phenomena, they are clearly intercon‑
nected: the former usually leads to the latter, and the latter is frequently a conse‑
quence of the former. The mitigation measures set out in each case could certainly 
be interchangeable and cumulative.

Fourthly, in cases of discrimination or personal data breaches, for instance, the 
risk mitigation strategies cannot simply consist of awareness‑raising, training, test‑
ing, or red‑lining. These options may be valid in other contexts but not in the working 
environment of a judicial entity. Establishing “red lines” at the strategic level is the 
mitigation measure proposed in the CJEU Strategy for both “Ethical concerns” and 
“Disclosure of sensitive data – Data security and data privacy,” which is a clear viola‑
tion of the law. While such an option may be comprehensible in other contexts, it is 
not understandable in the judicial domain and even less coming from a court with the 
status and competences of the CJEU.
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Finally, some of the mitigation measures proposed in response to the risks are 
difficult to sustain in practical or realistic terms, or are simply not highly effective by 
their nature. This is the case with measures such as “Ensure end‑users are aware” or 
“Create and communicate the appropriate policies to the end users.”

There seems to be a lack of clear conviction and willingness to adopt the nec‑
essary legal measures for prevention, protection, and sanction. To begin with, the 
ethical aspect must be clearly differentiated from the legal aspect. Furthermore, it is 
necessary to identify and distinguish potential risks to fundamental rights from other 
types of infringements. Finally, risks must be clearly and precisely defined in terms 
of their scope and consequences, with solutions adapted to the nature of the threats. 
As Suresh and Guttag indicate, “risk assessment tools in the criminal justice system 
predict a risk score, but a judge may interpret this in unexpected ways before making 
his or her final decision” (Suresh and Guttag, 2019, p. 4). Risk assessment tools in the 
justice domain, can and should, function differently (Berk et al., 2021, p. 10).

4.3.1.5 Specific Risks
Readiness for adopting and using AI tools has been recognized as one of the main 
challenges posed by this technology. The CJEU Strategy has identified different, 
although connected, aspects of this problem. On the one hand, technology readiness 
is a basic need that requires investment in infrastructure and staff. According to the 
strategy, there is a need to balance the adoption of solutions for judicial activity “with 
the use of cloud solutions for public information” (Court of Justice of the European 
Union, 2024, p. 18). The distinction between judicial activity and other activities is to 
be welcomed; however, the reference to the use of the cloud in this context for public 
information is not entirely clear or appropriate. On the other hand, human resources 
readiness is vital to leverage the benefits of AI. To this end, the strategy identifies the 
measures that must be taken to train IT technicians, managers, and staff in the differ‑
ent departments for the adoption and correct usage of AI tools. Finally, cooperation 
and/or pooling resources with academia and interinstitutional partners is also an 
important requirement, considering the singularity of this technology and its level of 
development. The Interinstitutional Committee for Digital Transformation (ICDT), 
created in 2021, has been working on different studies concerning the readiness of 
European institutions and agencies for emerging technologies, to propose measures 
to upskill existing resources with a focus on AI.

Paradoxically and contradictorily, however, the conclusion reached by the CJEU’s 
strategy on this point is that, although there is a high level of interest in this issue 
at the institutional level, the institutions have other priorities and cannot allocate 
resources to joint projects (Court of Justice of the European Union, 2024, p.  20), 
which is precisely the opposite of what is really required.

4.4 GOVERNANCE MODEL

Section 6 of the CJEU Strategy focuses on the governance model, which is further 
developed in Sections 7 and 8. This model, designed to support the detection, adop‑
tion, and use of AI tools, has different components: one is new, while the others are 
pre‑existing ones that have been assigned new functions.
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Firstly, the newly established AI Management Board has the mission “to ensure 
that the acquisition or the creation of any AI tool respects the principles stated in this 
chapter (Chapter 3), and especially ethics and fundamental rights.” To that end, this 
board will have to issue an ethics and fundamental rights charter, which will serve 
as the basis for assessment. Once again, the absence of a clear distinction between 
ethical values and legal norms is inexplicable and unjustifiable, even more so when 
it comes from a judicial entity whose primary mission is to guarantee respect for the 
law, which must not be confused with ethical values.

Secondly, the AI+ Network created in February 2020 will be used to identify the 
areas in which AI tools will benefit current activities, as well as the prototypes and 
pilots designed to test the envisaged capabilities and advantages.

Thirdly, the current Informatics Steering Committee will be integrated into this 
governance model. The Architecture Board, an existing technical body composed 
of specialists, will ensure that proposals align with the high‑level capabilities map 
described in Chapter 8. The Data Governance Board will be responsible for ensuring 
the consistency and coherence of data across the institution, as well as the correct‑
ness and quality of the data used in machine‑learning processes.

Finally, the Innovation Lab, created in 2019, is not formally integrated into the AI 
governance model. However, according to the strategy, it is “the glue” that ensures 
that different components of the model are fed with the right information in time and 
the mechanism works correctly (CJEU, 2024, p. 21). It is defined as a cross‑cutting 
capability with the mission to foster innovation and serve as a platform for exchang‑
ing ideas and creating prototypes. According to the strategy, the Innovation Lab will 
serve as the forum in which ideas are discussed and tested by the AI+ Network. It 
may also issue guidelines and contribute to the assessment of AI tools.

The logic behind this governance model and the relationship between its vari‑
ous components is not clear enough. Nevertheless, Section 8, which concerns the 
architecture and AI capabilities map, contains some interesting contributions. On 
the one hand, it identifies a threefold need: to prevent the adoption of solutions in 
an uncontrolled manner or in ways that do not comply with the organization’s rules; 
to avoid use by individual users without appropriate control, which could lead to 
security, data, or other regulatory breaches; and to avoid the overuse or abuse of AI 
tools. However, it refers to the high‑level capability map for AI developed by the 
Information Technology Directorate in 2019 to include this technology into the IT 
landscape. According to the AI strategy, the Court will integrate into its architecture 
“AI capabilities that will be created or adopted only once and that will be reused 
each time a business need is expressed” (CJEU, 2024, p. 22). These capabilities have 
been clustered in five AI domains: Natural Language Processing (NLP), Advanced 
Data Analytics, Chatbot Technologies, Speech Technologies, and Computer Vision.

4.5 CONCLUSIONS

The CJEU Strategy does not appear to be in line with the European context and 
approach to this issue, nor can it be easily explained or understood in accordance 
with either. From the precedents in the field of e‑justice and ethical guidelines to the 
remarkable normative developments introduced by Regulation (EU) 2024/1689 and 
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the Council of Europe Framework Convention on Artificial Intelligence, European 
action on AI stands out from many perspectives, particularly for its human‑centric 
basis and its high‑level, consistent, and well‑defined principles. As Dignum high‑
lights, “both the EU AI Act and the Council of Europe Framework Convention 
provide strong foundations for regulating AI” (Dignum, 2024). The strategy nei‑
ther reaches that level nor seems to be aligned with this axiological and normative 
development.

The Strategy of the CJEU does not seem to be one coming from a judicial body 
that has to face the challenge of the emergence of technologies such as AI. A close 
analysis reveals its lack of substance, inconsistency, and limitations. There is no con‑
ceptual approach that unites the ideas behind a clear and precise framework. From 
the basic notions to the definition of objectives, principles, risks, or the governance 
framework, there is an asystematic and descriptive approach that neglects the techni‑
cal bases and confuses the ethical with the legal. Such a phenomenon, which became 
widespread a few years ago and persists in some cases, is neither conceivable nor 
admissible in a strategy emanating from a judicial body whose primary function is 
the application and interpretation of the law.

Many reasons justify the need to distinguish between ethics and law, espe‑
cially in the judicial sphere. On the one hand, as Hagendorff explains, “the gen‑
erality and superficiality of ethical guidelines in many cases not only prevents 
actors from bringing their own practice into line with them, but rather encour‑
ages the devolution of ethical responsibility to others” (Hagendorff, 2020, p. 14). 
On the other hand, Floridi has precisely identified the underlying problem of the 
recurrent use of ethics with the so‑called five gerunds: ethics shopping; ethics 
bluewashing; ethics lobbying; ethics dumping; and ethics shirking (Floridi, 2019, 
p. 186). Finally, the importance of distinguishing between the two is highlighted 
by Rességuier and Rodrigues, who state that “while we recognize that the legal‑
istic approach to ethics is not completely off the mark, we argue that it is the end 
of ethics, not its teeth, not the most precious and critical aspects that ethics has 
to offer” (Rességuier & Rodrigues, 2020, p. 1). Ethics is a critical reflection on 
society and reality, voluntary and subjective. Law is an instrument for the orga‑
nization of social life, collective and obligatory. Mixing or confusing them will 
only lead to a loss of their value in an area where both are particularly necessary, 
such as AI (Robles‑Carrillo, 2020, pp.  5–6). Actually, and despite its title, the 
European Ethical Charter on the Use of Artificial Intelligence in Judicial Systems 
and their environment, adopted in 2018 by CEPEJ, includes a much more com‑
prehensive and precise analysis of the “legal” problems and solutions related to 
the use of AI in justice (European Commission for the Efficiency of Justice of the 
Council of Europe, 2018).

The publication of the CJEU Strategy has been a lost opportunity from a threefold 
perspective: firstly, to open a substantive debate on the use of AI in the judicial sphere; 
secondly, to highlight the need to distinguish judicial activities from other matters in 
this respect; and thirdly, to advance towards the definition of a framework model by 
establishing essential principles such as the need for a basic technical understanding, 
the clear distinction between the ethical and the legal aspects of AI, and the transfer 
of the EU’s digital model of principles and values to the judicial sphere.
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5.1 OVERVIEW OF ARTIFICIAL INTELLIGENCE AND ITS IMPACT

One of the most significant developments that will determine the future of humanity 
is the digital transformation of everyday life, including the digitalization of public 
and private services. Internet access, technology, digital skills, and digital services 
are increasingly becoming prerequisites for daily life and access to public services. 
The digital world of the 21st century, including “artificial intelligence” (AI) is a tan‑
gible reality, alongside its challenges. The term “artificial intelligence” does not have 
a universally accepted definition but generally refers to a wide range of systems that 
use algorithms to enable computers to perform tasks that normally require human 
cognition, such as perception, reasoning, learning, problem‑solving, and natural lan‑
guage understanding.

AI systems can range from rule‑based systems to more complex learning models, 
such as Machine Learning (ML) and Deep Learning (DL), where systems improve 
and adapt based on the data they are fed (Sarker, 2021). ML is a subset of AI that 
allows computers to learn from data and make decisions or predictions without being 
explicitly programmed to do so. Its algorithms are designed to learn from exam‑
ples, identify patterns, cluster objects with similar attributes, and improve over time 
through experience. While ML can be used on structured data for predictive analysis, 
DL performs complex data analysis on vast amounts of data. Despite the advantages 
of using DL for complex tasks, the large volume of data these systems rely on can 
perpetuate bias if the training data contains biased patterns.

The advantages of the digitalization of services, aimed at easier and more effi‑
cient access, include increased efficiency in public administration performance, 
reduced costs, and a lower margin of human error. More optimized and harmonized 
administrative processes help avoid unnecessary bureaucracy, promote sustainabil‑
ity and environmental protection, and reduce corruption. However, the protection 
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and effective exercise of fundamental human rights and freedoms may be at risk 
due to such systems. Under the non‑delegation principle in the legal context, public 
administrations are restricted, meaning they cannot fully delegate decision‑making 
duties to automated systems. These principles guarantee that human monitoring and 
control are applied to decision‑making (Langer, 2024).

The United Nations, Council of Europe, OECD, and European Union have 
addressed the use of digital as well as AI systems in both the public and private 
spheres by setting minimum protection standards to humankind. The Council of 
Europe’s body of rules on AI began to be developed in 2019, and the use of AI sys‑
tems received swift attention considering the dilemma whether it is a friend or foe to 
human rights and freedoms. In 2024, the EU adopted the AI Act to prioritize human 
decision‑making. The Act, considered a unique regulation, provides the following 
definition of an AI system: “… a machine‑based system that is designed to operate 
with varying levels of autonomy and that may exhibit adaptiveness after deployment, 
and that, for explicit or implicit objectives, infers, from the input it receives, how to 
generate outputs such as predictions, content, recommendations, or decisions that 
can influence physical or virtual environments” (Regulation (EU) 2024/1689, 2024). 
Values and ethics to be embedded in AI systems are at the core of international 
norms. The OECD highlighted the need to perform AIAs as necessary to evaluate 
potential risks and safeguard the accountability of AI systems when and if public 
administrations experiment with them (OECD.AI, n.d.). These guidelines focus on 
transparency and accountability by emphasizing that the designation of AI usage 
should be understandable and trackable. OECD.AI (n.d.) provides principles to guide 
the responsible use of AI that shall serve as a foundational framework for govern‑
ments to implement a robust system for the AI that aligns with human values and 
establishes responsibility in its usage. Albania is not yet a state that has adhered to 
the AI principles established by the OECD.

The digitization of services and the inclusion of AI is already a reality in Albania. 
The country has undertaken policies related to digitization across all fields. While 
the Albanian Constitution obliges public bodies to ensure the respect and imple‑
mentation of human rights and freedoms in all activities and sectors of life, thereby 
setting boundaries to digitization. Over the last 10 years, access to public services in 
Albania has been radically transformed, from a system of direct physical interaction 
between the state and citizen or business  to a diversified approach that links ele‑
ments of direct and digital interaction through a unique government platform. As of 
2020, the government has implemented a fully digitized approach to public services 
through the “e‑Albania” platform (Order of the Prime Minister of the Republic of 
Albania No. 158, 2019). The digitization of public services is highly praised, even 
though it is associated with problems, especially for vulnerable groups.

5.2  THE NEED FOR TRANSPARENCY, EXPLAINABILITY, AND 
ACCOUNTABILITY IN ARTIFICIAL INTELLIGENCE SYSTEMS

AI has become an important part of our lives across various sectors with the pur‑
pose of automating processes and enhancing efficiency. However, as AI systems 
have become more advanced and autonomous, their positive impact on improving 
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efficiency, driving innovation, automating processes, and solving complex problems 
can be overshadowed by issues stemming from a lack of AI literacy. The latter implies 
a deeper understanding and awareness of how personal data is used, how models are 
trained, how specific outcomes are generated by these systems, and an understanding 
of the risks of bias and the need to critically assess the output. The success of ML 
and DL learning methods in different domains, including biology, medicine, law, 
economics, and education, is accompanied by the complexity of understanding how 
these models work, why they make certain decisions, which features most affect the 
model’s output, and the degree of certainty the model has in the outcome it generates 
such success (Salih et al., 2024).

Balasubramaniam et  al. (2023) discuss how to develop responsible AI systems 
and address the ethical issues associated with AI. Various interest groups around 
the world have defined guidelines and principles to ensure responsible AI usage 
(pp. 331–346). To ensure this, transparency refers to the degree to which processes, 
decisions, and data within AI systems are understandable and open, how the inner 
workings of AI algorithms, decision‑making processes, and data usage, are clear 
to various stakeholders, including developers, users, policymakers, and the public. 
Another term used interchangeably with transparency in AI usage, is explainability. 
Most users of AI systems are not aware of how specific outputs are generated. The 
lack of interpretability in AI models means that users have to accept the outcome 
of a decision‑making system without being aware of the intricacies that led to that 
decision. However, there are several models that operate differently from each other 
based on the mathematical models they rely on and the quality of data they are fed. 
In such cases, the outcome might differ across models. Due to this, explainable AI 
(XAI) is an emerging field that focuses on developing techniques to make AI models 
more interpretable (Ali et al., 2023).

The ML and DL models often function as “black boxes,” where the internal work‑
ings are unknown to most users. The black‑box nature of these systems raises several 
ethical concerns. XAI aims to demystify “black‑box” models into a more compre‑
hensible form to increase the model’s transparency and build trust among end users 
in the model’s outcomes. Such additional reassurances are essential for the wide‑
spread implementation of these models, particularly in high‑risk fields. Nwakanma 
et  al. (2023) compare SHAP (SHapley Additive exPlanations) and LIME (Local 
Interpretable Model‑agnostic Explanations) in the context of explainable activity 
detection and classification. These two methods work by providing insights into the 
factors that influence individual predictions, making it easier to understand how spe‑
cific outputs are derived.

Figure  5.1 provides a comparative analysis of three types of AI systems with 
varying levels of transparency, accuracy, and interpretability. The black‑box model 
offers the highest level of accuracy but lacks transparency, meaning that the decision‑ 
making process cannot be understood or explained. For critical applications that 
handle extremely sensitive data, the use of black‑box models may be problematic, 
as they might be prone to unethical and biased outputs. One example would be the 
case of using AI in recruitment tools; in the case of Amazon, it was discovered that 
the system had gender bias, as it consistently downgraded resumes from female 
applicants (O’Neil, 2016). The gray box, on the other hand, balances accuracy and 
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interpretability by offering partial understanding of how decisions are made, mak‑
ing it more suitable for critical applications. On the other hand, the white‑box model 
provides full insight into how it operates and makes decisions; however, due to low 
accuracy, it is not used in practical complex applications. Accuracy is desirable, but 
if it comes at the cost of reduced transparency, it should not be the choice for applica‑
tions of a sensitive nature.

5.2.1 underStAnding biAS in Ai

The dangers of bias in AI systems cannot be overstated. As artificial intelligence 
becomes increasingly integrated into society, it is important to recognize the poten‑
tial harm that biased AI can inflict (Buolamwini & Gebru, 2018). Bias in AI refers 
to the unfair or unjust treatment of certain groups based on race, gender, or other 
protected characteristics. This bias can manifest in many ways, such as discrimi‑
natory hiring practices, biased loan approvals, or even deadly decisions made by 
autonomous vehicles. Mensah (2023) offers a detailed review of strategies for bias 
mitigation by emphasizing that: “Transparency and accountability are vital when 
it comes to the ethical considerations of AI systems.” In terms of accountability, a 
concern emerged in 2020, when the Dutch tax authority’s AI‑driven fraud detec‑
tion system flagged thousands of low‑income families as potential welfare fraudsters 
(Cath & Jansen, 2021). The system targeted families with dual citizenship or eth‑
nic backgrounds. This led to wrongful accusations and unfair demands for repay‑
ment of childcare benefits. The incident highlighted not only flaws in AI’s design, 
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particularly bias in these algorithms, but also the need for accountability in public 
administration when using AI systems. This example highlights the importance of 
testing, transparent practices, and ethical standards in AI systems, especially in pub‑
lic administration, where errors can have a direct, harmful impact on citizens’ lives. 
In the Albanian context, and given the challenges the country faces, considering AI 
regulatory frameworks are less established, the risks associated with unmonitored AI 
systems could be even more pronounced.

5.3  TOWARD TRANSPARENT AND ACCOUNTABLE 
AI IN PUBLIC GOVERNANCE

Governments must ensure that AI and automated systems remain transparent and 
accountable to the public at large. Engstrom and Ho (2020) analyze the Algorithmic 
Impact Assessment (AIA) as required to preside the evaluation of biases and ensure 
fairness in automated systems. To ensure these systems serve the public responsi‑
bly, universal guidelines for AI (UGAI) have been developed by scientific societ‑
ies, think tanks, NGOs, and international organizations, which include elements of 
human rights, data protection, and ethical standards (AI Now Institute, 2021). The 
guidelines include several well‑established principles for AI governance, and put for‑
ward new principles, echoing obligations of institutions and the rights of individuals. 
Elements of transparency, the right to a human determination, obligations of iden‑
tification, fairness, assessment and accountability, accuracy, reliability and validity, 
data quality principle, public safety and cybersecurity obligations, the prohibition on 
secret profiling and on unitary scoring, as well as the termination obligation, are all 
considered universal AI standards, recognizing that human interest is at the core of 
such systems and that human control remains ultimate (CAIDP, n.d.).

In Europe, AI is used in public services, education, and welfare programs. For 
example, Denmark has experimented with using AI to manage the hiring of school 
staff, and Italy has used it to determine welfare eligibility (European Commission, 
n.d.). However, these systems have faced challenges, such as errors leading to unfair 
benefit cuts or unreasonable job assignments (Holm & Lorenz, 2022). Alon‑Barkat 
and Busuioc (2023) analyze the challenges of automation bias and selective adher‑
ence to algorithmic advice in public sector decision‑making such as in the case of 
implementing chatbots to assist with employment services in Austria, which have 
been criticized for reinforcing gender stereotypes.

In Albania, algorithmic automation is utilized in various sections of the govern‑
ment portal. This includes state data from the National Register of Civil Status, man‑
aged by the General Directorate of Civil Status; data from the Commercial Register, 
administered by the National Center of Business; data from Electronic Taxation, 
overseen by the General Directorate of Taxation; and other data that interacts with 
the e‑Albania portal and is registered in the National Register of State Databases 
(CoM Decision No. 1147, 2020). Even though AI in governance is increasingly 
applied, there remains a gap in stakeholder engagement, which is important for refin‑
ing Albania’s legal framework in electronic governance. There is a notable lack of 
engagement from experts in the field and other interested parties, resulting in an 
absence of clear and constructive proposals aimed at enhancing the legal framework. 
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For example, during the consultation phase for the Law on Electronic Governance, 
only a few minor proposals were submitted by the involved stakeholders (Government 
of Albania, n.d.). Stakeholder participation is crucial for developing comprehensive 
and effective legislation that addresses the evolving challenges in electronic gover‑
nance, data protection, and cybersecurity. Notwithstanding the limited interest by 
stakeholders, the electronic governance law outlines the principle of equal access to 
public services for all users and promotes the development of digital platforms for 
private and public entities. To ensure compliance with existing and sensitive legal 
frameworks, such as the EU General Data Protection Regulation (GDPR) regulatory 
framework (Regulation (EU) 2016/679, 2016), governments can test automation sys‑
tems through the use of sandboxes (Jenkins, 2021).

5.3.1  internAtionAl legAl And politicAl inStrumentS on 
Ai SyStemS: the eu And coe frAmework

Kossow, Windwehr, and Jenkins (2021) analyze the importance of transparency in 
the use of algorithmic decision‑making systems, identifying transparency as the most 
fundamental principle in all democratic systems, such as holding open meetings, 
establishing provisions for information, and ensuring the right to access documents 
(pp. 9–11). For instance, the Treaty of Lisbon of 2007 provides several articles that 
call for the application of transparency principles, requiring access to any informa‑
tion and communication related to processes or personal data, and ensuring ease of 
communication and accessible, clear language. This principle specifically pertains 
to providing information to data subjects regarding the controller’s identity and the 
purposes underlying the processing. Additionally, it encompasses the dissemination 
of further information to guarantee equitable and transparent processing with respect 
to the natural persons involved, along with their entitlement to receive confirmation 
and communication concerning the personal data related to them that is undergoing 
processing (Treaty of Lisbon, 2027). In the context of algorithmic decision‑making 
processes, GDPR Recital 39 (European Union, 2016) states that:

“… any information and communication relating to the processing of… personal 
data be easily accessible and easy to understand, and that clear and plain language be 
used…” Also, it requires that “. . . information to the data subjects on the identity of 
the controller and the purposes of the processing and further information to ensure fair 
and transparent processing …”

Williams et al. (2022) argue that transparency is considered a vital component of the 
EU’s acquis to trace information (e7‑5). The European Commission’s Independent 
High‑Level Expert Group on Artificial Intelligence (2019) characterizes traceability 
as a crucial facet of transparency, defining it as “…the capability to keep track of the 
system’s data, development, and deployment processes, typically by means of docu‑
mented recorded identification” (pp. 37–38). The EU Regulation laying down harmo‑
nized rules on Artificial Intelligence (AI) Act of 2024 sets standards to ensure that 
the lifecycle of AI systems is human‑centered, sustainable, safe, secure, inclusive, 
and trustworthy, and that they guarantee respect for fundamental rights, democracy, 
the rule of law, and environmental sustainability (Regulation (EU) 2024/1689, 2024). 
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The AI Act is of key importance for Albania as well, due to the European integration 
process the country is pursuing.

The Council of Europe (CoE) body of rules on AI began to be developed in 2019. 
The topic has received swift attention from the CoE, mainly due to the dilemma of 
whether AI is a friend to foe or human rights and freedoms (CoE, 2020a, 2020b, 
2020c, 2020d, 2020e, 2020f, 2020g, 2020h), drawing attention to the growing threat 
to the right of humans to form opinions and make decisions independently of auto‑
mated systems. Principles of increased fairness, transparency, and accountability, 
in line with the responsibility to respect human rights and fundamental freedoms, 
are enshrined in CoE Resolution 2341/2020 and Recommendation 2181/2020. The 
latter requires that public governments implement a legal framework for the use of 
AI systems that ensures explainable, traceable, and understandable usage of such 
systems. The Council of Europe (2024) introduced a framework convention focusing 
on the interplay of AI with human rights, democracy, and the rule of law by requir‑
ing that AI systems be designed and operated transparently to facilitate account‑
ability in governance structures. The 2024 CoE Framework Convention on Artificial 
Intelligence and Human Rights, Democracy, and the Rule of Law is considered the 
first international legally binding treaty for the member states of the CoE in the field 
of AI.

The Convention aims to ensure that activities within the lifecycle of AI sys‑
tems are fully consistent with human rights, democracy, and the rule of law, while 
also being conducive to technological progress and innovation. It provides a set 
of general obligations and fundamental principles, including the protection of 
human dignity and individual autonomy, as well as the promotion of equality and 
non‑discrimination, respect for privacy and personal data protection, along with 
transparency and oversight to ensure accountability and responsibility, as well as 
safe innovation and experimentation in controlled environments. The public sec‑
tor that applies AI systems is required to respect the principles and obligations 
envisaged in the Convention, while the private sector may choose to apply the 
Convention’s obligations or take other appropriate measures to comply with them. 
The Convention excludes from its scope national security, national defense, and 
research and development activities involving AI systems not yet made available 
for use, unless testing or similar activities have the potential to interfere with 
human rights, democracy, and the rule of law. This means that some areas still 
present risks to humankind and its rights and freedoms. Albania is a party to the 
CoE but has not yet advanced toward ratifying the Convention. No discussions 
have been made public to this end.

5.4  POLITICAL AND LEGAL INSTRUMENTS THAT 
REGULATE THE AI SYSTEMS IN ALBANIA

AI development in Albania is progressing but remains in its initial stages compared 
to other European countries. There is low government and private funding dedicated 
to AI initiatives, which hinders large‑scale innovation and the widespread adoption 
of AI technologies. While the country has a growing pool of tech talent in the fields of 
data science and software engineering which are essential for AI development, there 
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is still a shortage of experts specialized in AI, ML, or related fields, which can not 
only build these systems but also understand them and the implications of their use 
in sensitive sectors, such as public administration. An extremely critical part of AI 
adaptation and development is access to high‑quality data. Albania faces challenges 
in data collection, management, and digital infrastructure, making it exceedingly 
difficult to implement wide‑scale AI solutions. In a country that is still building its 
digital infrastructure, there is a lack of public and private datasets that can be used.

Despite the lack of large‑scale implementation of AI systems, there are some 
concrete initiatives in Albania that rely on RPA (Robotic Process Automation) for 
the automation of administrative tasks. When combined with ML or natural lan‑
guage processing (NLP), these systems make process automation more intelligent 
by enabling decision‑making processes based on historical data or real‑time input. 
An example of such AI‑powered tool is Bleta (Klei1, n.d.), which uses RPA to auto‑
mate the transposition of the Acquis for European Integration. This tool streamlines 
governmental processes that involve substantial amounts of documentation and legal 
compliance, reducing the need for human intervention.

One of the major breakthroughs of AI systems is equipping them with the abil‑
ity to understand and process input in human language. These NLP‑based systems 
support both spoken and written data, which, when integrated into public portals, 
connect backend databases and services to pull or push citizen information (e.g., 
retrieving documents, verifying user identities, etc.). These systems rely on large 
amounts of textual data to train models that allow them to recognize patterns in 
language. The better the data, the better the system’s ability to understand human 
language and generate human‑like responses. One example of the use of this tech‑
nology in the Albanian context is the e‑Albania platform, which includes a chatbot 
system that leverages NLP to allow citizens to interact with various public services 
through a conversational interface (e‑Albania, n.d.). With platforms such as these, 
which handle massive amounts of sensitive data, including personal identification 
information, financial transactions, and healthcare records, data privacy becomes a 
critical issue. If this data is not managed properly, there is a risk of data breaches or 
misuse of personal information. Albania, like many countries, will need to comply 
with GDPR or adopt similar frameworks to ensure data protection and privacy for 
its citizens.

The Government of Albania (2022) established the Digital Agenda for 2022–2026 
to guide the country’s approach to AI. Adopted by government decision, the agenda 
aims to boost investments in advanced computing, data processing, AI, cybersecurity, 
and essential digital skills. It seeks to integrate AI technologies to enhance service 
quality, positioning AI as a priority in the country’s strategy for digital transfor‑
mation while ensuring inclusivity. The Digital Agenda 2022–2026 declares that the 
ethical use of AI in public administration is fundamental. Nonetheless, the Strategy 
and Action Plan do not include any indicators or actions to vitalize the political goals 
and declared objectives. Its content and Action Plan lack specific measures to support 
these goals. The government acknowledges the ethical and legal challenges raised by 
AI, such as reliability and potential‑based decision‑making. It refers to respecting 
fundamental values and rights, but it only enumerates accountability and transpar‑
ency, while several principles already elaborated in the international arena do not 
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appear to be elevated to the needed level, considering that AI is highly controversial 
at the legislation level. The strategy recognizes that another strategy will follow on 
AI systems. Despite its ambiguity, the strategy is declarative and lacks detailed regu‑
lations for implementing AI services, particularly in threat detection and response. 
While it mentions fundamental values, it falls short of addressing established inter‑
national principles. The strategy indicates that a subsequent plan will follow regard‑
ing AI systems.

Digital legislation preceded the use of technology in Albania, and important legis‑
lation has been promulgated for the usage of intelligent systems, as well as the offer‑
ing of public services digitally (Law No. 13/2016; Law No. 33/2022; Law No. 9880, 
2008; Law No. 107/2015). The Albanian Code of Administrative Procedures (2015) 
introduces electronic administrative decision‑making, although it primarily focuses 
on human involvement in the decision‑making process. Based on how the code has 
been promulgated, it appears that this code regulates the provision of public services 
primarily in an offline mode, requiring public bodies and administrative institutions 
to be actively interoperable with interested parties. However, it leaves a gap in future 
regulations regarding the provision of services through AI systems. Despite that, 
the principles of this code as enshrined in Chapter II, shall be applicable also in the 
digital world of providing services (Albanian Code of Administrative Procedures, 
2015, Ch. II). The public organ is accountable even in cases when there is no physical 
communication between the interested subject for the services and the former. In this 
regard, the way the usage of AI systems will be implemented is left to the discretion 
of the lawmaker or the government, but the principles of the CAP and EU regula‑
tions shall be the basis of these systems. In cases when the principles or provisions 
provided by the CAP are ignored and not considered, the acts delivered by these 
systems are not based on rights and fundamental freedoms and can be grounds for 
future contestation based on illegality. Law No. 43/2023 on Electronic Governance 
is a crucial legal achievement in the strategy for digitalizing public administration 
services (Law No. 43/2023, 2023). Along with other legal frameworks for regulat‑
ing electronic governance, it serves as the primary legal framework for ensuring an 
effective and secure electronic government, increasing citizen access to public ser‑
vices, and enhancing institutional transparency.

The most important document that provides for the usage of AI systems in Albania 
is the Council of Ministers Decision of 2024 on the approval of the document of 
methodology and technical standards in the usage of AI in Albania, promulgated by 
the CoM in a fast‑track process without being consulted with the interested parties 
(Council of Ministers of the Republic of Albania, 2024). This document provides 
public institutions with several standards and principles on processes and procedures 
regarding the definition, measurement, and management of AI risks. This decision 
enshrines the principle of transparency as one of the fundamental principles for 
individuals, requiring that subjects be informed if the system they are using has 
implemented AI. It also implies that public organs should inform individuals in cases 
where data gathering or changes related to people, objects, or other entities appear 
real and authentic but are artificially generated or processed. This decision vaguely 
provides the standards that are used for the lifecycle of AI systems in Albania, such 
as transparency and explainability, by emphasizing that the ethical development of 
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AI systems depends on transparency and explainability, and that their level should 
be adaptable to the context. It vests the institution with the obligation to provide 
transparency at the stage in the AI lifecycle of a public service when the subjects are 
interacting with the AI system. This decision lacks clarity on how the transparency 
of these AI systems is achieved and allows for discretion by the public institutions 
using these systems. Transparency must be considered through human–AI interac‑
tion. The language used in the decision does not provide a clear overview of AI usage 
by public administration and instead leads to an unclear regulatory framework that 
would ensure transparency and accountability in AI usage.

5.5 CONCLUSIONS

The development and application of AI in Albania are still at an early stage, with 
several critical factors posing obstacles to adoption on a larger scale. The lack of AI 
experts, limited government and private sector investments, and issues relating to 
data infrastructure have all slowed the integration of AI in the Albanian public and 
private sectors. These limitations, along with the fast and steady pace at which other 
European countries are merging their services with AI systems, highlight the urgent 
need for robust transparency, ethical standards, and accountability as the country 
tries to keep up with global AI implementation.

The existing legal frameworks, while reflecting Albania’s commitment to digital 
transformation, still fall short in addressing the specific complexities of AI systems. 
The Digital Agenda 2022–2026 outlines broad goals, such as the ethical use of AI 
and the promotion of transparency and accountability. However, the strategy remains 
declarative, without specifying detailed policies and mechanisms for the practical 
implementation of these principles. Without concrete legal instruments, it will be 
difficult to ensure that AI systems are transparent, auditable, and accountable to both 
the public and regulatory bodies.

Another overly critical area that requires attention as Albania tries to align its 
legal framework with the GDPR is data privacy. Platforms like e‑Albania, which 
integrate AI for public services, process massive amounts of sensitive data. Ensuring 
that these systems operate transparently and in full compliance with privacy laws is 
especially important to maintain public trust. However, current regulations may not 
yet be sufficient to prevent data breaches or the misuse of personal information.

Some initiatives, such as Robotic Process Automation (RPA) in government 
processes, show promise as Albania tries to build a more inclusive AI ecosystem. 
This will involve fostering interdisciplinary collaboration between legal experts, 
technologists, and policymakers to create AI systems that are not only innova‑
tive but also ethical and legally compliant. Transparent AI systems, clear account‑
ability structures, and adherence to international ethical standards are critical for 
Albania’s continued integration of AI in both the public and private sectors. The 
issues that AI systems are and will be facing are not limited to Albania. The AI 
EU Act does not specify who bears responsibility in scenarios where AI systems 
cause harm or violate human rights. Knowing that AI systems involve multiple 
stakeholders, the AI Act does not state how responsibility will be shared if some‑
thing goes wrong.
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In conclusion, Albania’s approach to AI still lacks declarative frameworks for 
detailed, actionable policies that enforce transparency, accountability, and ethical 
standards. A stronger focus on this will ensure that the country can fully harness the 
potential of AI systems while safeguarding the rights and freedoms of its citizens.
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Domain-Specific Large 
Language Model Using 
Low-Rank Adaptation 
Technique for Legal 
AI Applications
Case of India
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6.1 INTRODUCTION

In the legal field, AI has become a tool that can facilitate the search for legal cases and 
documents (Ejjami, 2024). The traditional legal profession is extremely document‑ 
intensive and involves extensive research of precedents and case laws, as well as 
close reading of legal documents. However, with the rapidly growing amount of 
legal information and the increasing importance of legal problems, the role of AI is 
becoming more urgent to improve productivity, precision, and availability in legal 
practice. Legal professionals frequently spend numerous hours searching through 
large volumes of information. It is always a time‑consuming task to examine relevant 
statutes, case laws, and legal precedents from unstructured legal text, which may also 
be influenced by human judgments. These routine activities, which require extensive 
human knowledge, can be automated using artificial intelligence techniques, sig‑
nificantly reducing the time that can be spent on other legal work (Said et al., 2023). 
Also, there are increasing demands from legal practitioners for faster, more effec‑
tive, and cost‑efficient solutions (Gandhi and Talwar, 2023) that can assist humans. 
Clients seeking legal aid may demand faster response times and better access to 
legal services, which may not be achievable through traditional, labor‑intensive pro‑
cesses. AI provides solutions to overcome these challenges in activities such as legal 
research, document preparation, identification, assessment, regular review, and, in 
some instances, the ability to forecast the outcome of a case based on previous expe‑
rience (Cohen et al., 2023). This not only reduces expenses but also enhances the 
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quality and standardization of legal services, thereby increasing client satisfaction 
(Marwala and Mpedi, 2024).

The recent advances in natural language processing (NLP), a subfield of artificial 
intelligence, have paved the way for the development of language understanding 
applications in various business domains and other areas. These same disruptive 
strides have been applied to the legal domain as well, to design NLP‑powered 
applications that can understand legal language and contexts (Alexopoulos et al., 
2024). The initial systems heavily relied on rule‑based methods for language 
processing, where human subject matter experts handcrafted complex rules and 
stored them in rule bases (Dragoni et al., 2016). Later, rule‑based systems were 
replaced with statistical approaches such as Conditional Random Fields (CRF) 
and Hidden Markov Models (HMM), which trained models using these rules. 
With advances in computational intelligence, machine learning became promi‑
nent, consuming large amounts of data during the training process and identify‑
ing patterns and relationships to make intelligent decisions (Khan et al., 2016). 
More recently, deep learning—a subfield of machine learning that uses complex 
neural networks for training models—has gained prominence due to its advanced 
capabilities, such as automated feature extraction and improved decision‑ 
making accuracy (Lauriola et  al., 2022). These advances in machine learning 
have had a positive impact across different domains, leading to the development 
of more sophisticated context and text‑understanding algorithms and techniques. 
These have been applied in area such as sentiment analysis (Anoop et al., 2024; 
Krishnan and Anoop, 2023), public discourse analysis (Anoop, 2024), entity rec‑
ognition (Ardra et al., 2023; Devika et al., 2023), health‑mention classification 
from user‑generated text (Krishna and Anoop, 2023a), and relationship extrac‑
tion to name a few.

The introduction of the “Attention” mechanism in the field of NLP revolutionized 
and entirely disrupted the landscape. Several algorithms and systems have since been 
introduced based on the Transformer architecture, which can capture the semantics 
of text in a way never seen before (Gillioz et  al., 2020; Patwardhan et  al., 2023). 
ChatGPT, the well‑known AI chatbot that generates human‑like responses, is based 
on Transformer architecture, and its release significantly increased interest in both 
the Transformer architecture and the attention mechanism. The core component in 
all AI chatbots and cognitive virtual agents that generate human‑like responses is 
large language models (LLMs)—models trained on millions of documents that can 
generate new text (Ge et  al., 2024). LLMs are now widely used to build genera‑
tive and context‑understanding applications across various domains such as health‑
care (Sharaf and Anoop, 2023), banking (Xing, 2024), and education (Salminen 
et  al., 2024). As outlined earlier, the legal domain is exceptionally complex, and 
applications of AI in this space remain limited. Very few studies have explored the 
use of artificial intelligence to solve complex legal tasks such as legal text sum‑
marization, judgment prediction, semantic segmentation, and statute identification. 
While some pre‑trained LLMs have been introduced in the literature for the legal 
domain, fine‑tuning them for country‑specific laws and legal systems remains largely 
unexplored. In this context, this chapter attempts to use SaulLM (Colombo et al., 
2024)—the largest pre‑trained LLM for the legal domain, trained on Western legal 
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documents—and fine‑tune it for various legal tasks in the Indian legal system. The 
main contributions of this chapter can be outlined as follows:

 a. Discusses the applications and relevance of LLMs in the legal domain.
 b. Proposes an approach for fine‑tuning SaulLM using the Low‑Rank 

Adaptation (LoRA) Technique to develop Legal AI applications in the 
Indian context.

 c. Elaborates on the fine‑tuning process and highlights key applications devel‑
oped for the Indian legal system using the fine‑tuned LLM.

6.2 LARGE LANGUAGE MODELS IN LEGAL DOMAIN – THE NEED

LLMs trained for the Indian legal environment are unique AI systems developed 
to decode Indian legal text, which integrates a comprehensive range of statutes, 
case laws from High Courts and the Supreme Court, regulations framed by various 
governmental authorities, and legal opinions from legal scholars. These models are 
based on the wide range of NLP capabilities currently found in structures like GPT‑4 
and are trained on substantial material relevant to the Indian legal system, including 
texts in multiple languages recognized by the Indian judiciary. LLMs in the Indian 
legal context offer several major benefits. They help reduce the time consumed on 
document review tasks by rapidly assessing vast amounts of legal documents, iden‑
tifying significant data, and highlighting main points. This capability is particularly 
useful for litigation support personnel, lawyers involved in due diligence, contracts 
analysis, and the discovery process in litigation. They also help in effective legal 
research by offering accurate citations of Indian cases, laws, or legal propositions to 
support lawyers’ arguments and precedents. However, access to LLMs—especially 
those that are openly accessible and specialized for the Indian legal environment—
remains scarce. This gap highlights the need for further development and greater 
localization of AI solutions to meet the legal peculiarities and linguistic diversity of 
India. Closing this gap would not only provide increased legal aid to the public but 
would also enhance the dissemination of legal information and improve the effec‑
tiveness of legal practice in the country.

6.3 RELATED STUDIES

The use of LLMs has been explored on a limited scale in the legal domain, with 
only a few studies published in the NLP and machine‑learning domains. This sec‑
tion details some of the recent and prominent approaches to using NLP, specifically 
LLMs, in the understanding of legal text. An approach that explores the challenge of 
efficient fine‑tuning for LLMs in NLP was introduced in 2021 (Hu et al., 2021). This 
study introduced a technique called LoRA to reduce the number of trainable param‑
eters. This approach addressed two tasks that were prevalent in many LLM‑based 
methods. The first was to reduce the requirement for GPU memory and the second 
was to maintain the performance of the model. Experimental results revealed that 
LoRA significantly decreased GPU memory requirements by reducing the number 
of trainable parameters.
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LLMs face several challenges in domain‑specific machine translation (MT), and 
techniques should be developed to address them. In this direction, Zheng et al. (2024) 
proposed a novel approach to tackling these challenges. It is an undeniable fact that 
LLMs have achieved significant advancements in general MT, but it is crucial to 
understand their applications in domain‑specific scenarios. Many challenges remain 
that need to be addressed to make domain‑specific MT systems robust, including 
sensitivity to input translation examples, increased inference costs, overgeneration 
requiring extra post‑processing, and high training costs for domain adaptation. 
These methods also struggle with translating rare words in domain transfer contexts. 
The proposed approach introduced a prompt‑oriented fine‑tuning method named 
LlamaIT, which can effectively fine‑tune a general‑purpose LLM for domain‑spe‑
cific MT tasks. The approach involves constructing a task‑specific mixed‑domain 
dataset and fine‑tuning the LLM using LoRA, eliminating the need for input transla‑
tion examples and post‑processing.

SaulLM‑7B (Colombo et al., 2024), designed for the legal domain and developed 
using the Mistral 7B architecture, was introduced recently. As this LLM was trained 
on legal text, it was found to be better at capturing the context and semantics of legal 
language. However, there are several challenges in using this heavyweight model for 
text‑understanding applications, and many researchers have suggested using quanti‑
zation techniques (Gong et al., 2024). Quantization is a technique that makes minor 
changes to LLM weights and activations. This technique uses 4‑bit and 8‑bit quan‑
tization for both weights and activations, with only a small drop in performance. In 
general, quantization techniques help reduce the complexity of LLMs, which may 
lead to more manageable LLMs.

InternLM‑Law (Fei et  al., 2024), another language model, was introduced in 
2024 and was specifically designed to handle complex legal questions about Chinese 
laws. The advantage of this model is that it can address both standard legal que‑
ries and more complicated, real‑world legal scenarios. The authors used a dataset 
of over a million Chinese legal questions to train the model, employing a two‑stage 
approach: fine‑tuning on both legal and general content, then focusing solely on high‑ 
quality legal data to improve its structured responses. They evaluated the model’s 
performance by comparing it with models like GPT‑4 on 13 out of 20 tasks on the 
LawBench benchmark. Additionally, the authors published the model and the dataset 
to encourage further advancements in legal AI research (Fei et al., 2024).

6.4 MATERIALS AND METHODS

This section outlines the materials and methods used to fine‑tune SaulLM for Indian 
legal applications.

6.4.1 SAullm

SaulLM‑7B can be seen as a significant step toward integrating AI into the 
legal domain. Trained on a large corpus of legal text, this model can understand 
unstructured legal text better than other models. It is estimated that SaulLM‑7B 
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was trained on over 30 billion tokens from English legal texts, giving it a deep 
understanding of legal language and the nuances that come with it. This means not 
only being able to identify legalistic language in the text but also understanding 
the contexts within which such terms are used (Colombo et al., 2024). SaulLM‑7B 
has several advantages, including its ability to generate legal text that is highly 
fluent and accurate—at a human level (Colombo et al., 2024). It can write legal 
documents, including contracts, briefs, and pleadings, replicating the standard 
form and legal format used in the profession. Additionally, it can synthesize large 
documents, including legal opinions and cases, conduct legal analysis, and offer 
comprehensive and profound elaboration, given its extensive knowledge archive 
(Colombo et al., 2024).

6.4.2 pArAmeter‑efficient fine‑tuning (peft)

PEFT, which stands for Parameter‑Efficient Fine‑Tuning, is especially beneficial 
when there are limited resources and time as it is more efficient than complete 
model tuning in terms of computational and memory demands. The main concept 
related to PEFT is the selective update of some parameters. In contrast to the stan‑
dard retraining method that adjusts the full set of parameters in a model, PEFT only 
fine‑tunes a deliberately selected subset, which means that at any given time, only 
a small portion of the total number of parameters is adjusted. This selective adjust‑
ment can be realized using several approaches, including element‑wise addition of 
small trainable modules called adapters or selectively retraining specific layers of 
the model. For instance, adapters are additional sub‑components connected to the 
original model’s structure and trained for the new task, leaving most of the initial 
model intact. Resource efficiency is one of the primary benefits of PEFT, which 
avails limited resources for efficient mastery. As will be discussed later, with fewer 
parameters to tune, PEFT decreases the overall computational resources and mem‑
ory required for fine‑tuning. This enhances the process to be faster and cheaper to 
undertake, making it possible to fine‑tune larger models even on low‑end devices 
with less computational power and memory.

6.4.3 low‑rAnk AdAptAtion (lorA)

LoRA is one of several techniques falling under the family of PEFT, which aims 
at retraining large‑scale models for another task efficiently. In this case, LoRA 
is achieved by incorporating low‑rank matrix approximation. Therefore, LoRA 
appears to be an efficient solution to the problem of fine‑tuning large models 
when computational resources are restricted by minimizing the number of train‑
able parameters. The primary advantage of this low‑rank decomposition is that 
it drastically reduces the number of parameters that need to be fine‑tuned, low‑
ering the computational and memory requirements. Only the parameters in the 
low‑rank matrices are updated during fine‑tuning, while the original weights 
remain unchanged. This selective update mechanism ensures that the process is 
both efficient and effective.
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6.4.4 model ShArding

To accommodate large‑scale models on a machine‑learning platform, sharding is a 
technique through which the model components are spread across many devices or 
nodes. This approach provides solutions to the problems of training and using models 
that are too large for any individual device to handle, a key factor in the scaling of 
most modern Machine Learning tasks. Model sharding is the process of splitting the 
model into segments of smaller sizes or “shards” that are assigned to different devices 
or nodes in a multi‑tier system. The individual shards encompass portions of the model 
parameters and operations, facilitate parallel processing, and provide optimal resource 
utilization within the available computing system. It also enables the management of 
models that are too large to fit on a single device, which is typical in the distribution of 
exceptionally large models. Model sharding thus benefits from the utilization of mem‑
ory space and computational capabilities of parallel devices. It allows for increased 
batch size and the ability to work with larger models simultaneously, thanks to data 
distribution across different nodes. This not only helps address the scale of training 
procedures but also improves model performance on large datasets.

6.5  FINE‑TUNING SAULLM USING LOW‑RANK 
ADAPTATION TECHNIQUE

This section discusses the approach for fine‑tuning SaulLM, the largest legal LLM 
for the Indian legal context, using the LoRA technique (see Figure 6.1 for the overall 
workflow). This work uses two publicly available datasets for fine‑tuning SaulLM.

Base 
Model 

Model Sharding Dataset
Preparation 

Initialize LoRA module 

Load Data to LoRA 
module 

Apply LoRA adapters 

Fine-tune model with 
LoRA and Dataset 

Fine-tuned 
LLM 

Quantization User 
Application 

FIGURE 6.1 The overall workflow of the proposed approach.
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6.5.1 dAtASetS

The proposed work uses two datasets to fine‑tune the SaulLM model. The first data‑
set is the Indian Legal Statute Identification (ILSI), and the second is the Indian 
Supreme Court Semantic Segmentation (ISS). The ILSI dataset comprises approxi‑
mately 100,000 court case documents from various Indian courts. It focuses on iden‑
tifying statutes cited within cases, specifically targeting the 100 most frequently cited 
sections of the Indian Penal Code (IPC). The ISS dataset, on the other hand, consists 
of 50 Supreme Court judgments from the top five legal domains and is designed for 
semantic segmentation, identifying and classifying seven key rhetorical roles within 
legal documents. These two datasets were used specifically to fine‑tune the SaulLM 
model for different legal text‑understanding tasks, such as semantic segmentation 
and statute identification.

The ISS dataset comprises legal judgments from the Supreme Court of India. 
It was retrieved from Thomson Reuters Westlaw India, containing 53,210  legal 
documents. From these, fifty documents were randomly selected from various legal 
domains, in proportion to their frequency: fifteen from the Criminal domain, ten 
from the Land and Property domain, nine from the Constitutional domain, eight 
from the Labour and Industrial domain, and seven from the Intellectual Property 
Rights domain. These documents were annotated to identify seven rhetorical roles: 
Background (simple facts, i.e., the timeline of events leading to the case), Lower 
Court Decision (judgment made by the lower court), Analysis (arguments made by 
the Court and applicable statutes), Precedent Case(s) (references to previous cases), 
Ratio of the Decision (applying the law and providing reasoning), and Supreme 
Court Decision (the final decision made by the Supreme Court). This dataset was 
used to retrain the SaulLM model for the semantic segmentation of legal documents, 
enabling the model to segment Supreme Court judgments into distinct roles and clas‑
sify them accurately (Bhattacharya et al., 2019).

6.5.2 dAtA preproceSSing

To prepare the ILSI and ISS datasets for fine‑tuning the SaulLM model, we con‑
verted both datasets into the Alpaca format. This format, widely used for instruc‑
tion‑tuned LLMs, consists of inputs, outputs, and corresponding instructions. For the 
ILSI dataset, the Facts section of each court case document was used as the input, 
while the identified relevant IPC sections were used as the output. The instructions 
guided the model in identifying the appropriate statutes based on the provided facts. 
Similarly, for the ISS dataset, each Supreme Court judgment was segmented into 
seven rhetorical roles. Each segment served as an input, with the corresponding rhe‑
torical role label as the output. Instructions were crafted to help the model accurately 
classify these segments.

6.5.3 model ShArding

Many open‑source models have developed to the point where they are capable of 
producing human‑like text similar to OpenAI, GPT J or PaLM. However, as these 
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models become increasingly complex to enhance performance, they also face issues 
such as call size and resource utilization. A major difficulty is the application of 
such models, as it is impossible to load these giant models in platforms like Colab, 
Kaggle notebooks, or locally with comparatively limited RAM, let alone use them 
effectively. One potential solution to this problem is model sharding, which divides 
large models into smaller parts, allowing the loading of these massive models to take 
less time and occupy less space.

The original SaulLM‑7B model, with a size of 30 GB, posed significant chal‑
lenges in terms of loading and computational resource requirements. To address 
these issues, model sharding was implemented. Sharding divides the model into 
smaller, more manageable pieces, allowing it to be loaded and processed more effi‑
ciently. In this work, the SaulLM‑7B model was effectively sharded, reducing its size 
to approximately 15 GB, a significant decrease. As a result, the model could be stored 
within the limited memory of the computing resources used for this project.

6.5.4 fine‑tuning of SAullm

Once the data was structured in Alpaca format, the next phase was to optimize the 
SaulLM model using the PEFT approach with the application of LoRA. This tech‑
nique is designed to improve LLMs with less computational power and relatively 
minor changes to the model structure. The fine‑tuning process began with the LoRA 
initialization, which involved creating special LoRA layers within the SaulLM 
model. These layers were designed to integrate seamlessly into the rest of the model 
architecture, allowing the parameters to be updated smoothly during training. Once 
the LoRA setup was complete, the preprocessed ILSI and ISS datasets were loaded 
into the LoRA module. The Alpaca‑formatted inputs, along with the outputs and 
instructions, were used for the next step. These adapters allowed the model to update 
its operations based on the new data with minimal additional computation. The final 
step was to adapt the SaulLM model by utilizing the LoRA‑adapted layers and the 
loaded data. This process was iterative, adjusting the model weights according to the 
instructions and desired output to enhance its performance on legal statute identifica‑
tion and semantic segmentation tasks. The detailed fine‑tuning process is shown in 
Figure 6.2.

The proposed approach conducted several experiments for fine‑tuning the 
SaulLM model using the LoRA technique. The hyperparameters were tuned dur‑
ing these experiments to ensure the best performance of the fine‑tuned model. One 
such parameter, the number of iterations, was varied to 100, 250, and 500 to find  
the optimal duration for fine‑tuning. This variation was necessary to determine where 
the model exhibits balanced behavior between training time and performance. The 
model’s scalability was evaluated using datasets of assorted sizes, and experiments 
were conducted with datasets containing 10,000 rows, 20,000 rows, and 45,000 rows. 
As one of our research objectives was to develop an application for legal assistance 
for the needy, we used “llama.cpp” in Python to successfully quantize the models to 
8‑bit precision.
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6.5.5 web ApplicAtion interfAce

This work also created a web interface using Python Flask to interact with the 
model for common users. The model is hosted in the HuggingFace repository, and 
a Streamlit application that interacts with the fine‑tuned model has been developed. 
This application features two distinct chat boxes dedicated to specific tasks: legal 
statute identification and semantic segmentation, allowing users to interact seam‑
lessly with the models.

Start

Select Pre-trained
LLM Model

Initialize LoRA
Module

Prepare Fine-tuning
Dataset

Load Dataset into
LoRA Module

Apply LoRA
Adapters

Fine-tune Model
with LoRA and

Dataset

Output Fine-tuned
LLM

End

FIGURE 6.2 The detailed process flow for the fine‑tuning process.
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• Legal Statute Identification Chatbot: This chatbot allows users to enter 
queries related to identifying relevant legal statutes based on the provided 
facts. The model responds with the pertinent sections of the Indian Penal 
Code.

• Semantic Segmentation Chatbot: This chatbot is designed for input queries 
related to semantic segmentation in legal documents. The model provides 
segmented responses based on various rhetorical roles in legal judgments.

The web application is implemented using Flask, a web application framework in 
Python. The core functionality is centered around handling user inputs and model 
interactions. When a user submits a query in either chatbox, the input text is pro‑
cessed and passed locally to the respective quantized model. Utilizing the capabilities 
of llama.cpp, the model generates real‑time responses. With llama.cpp, a powerful 
library for efficient model handling, the application can manage these models locally 
without requiring extensive computational resources. The response from the model 
for the legal statute identification task is shown in Figure 6.3, and the response from 
the model for the semantic segmentation task is shown in Figure 6.4.

Legal Statute Identification
Case Details:

The conclusion of the trial will take sufficiently long
time.Certified copy, as per rules. (S.K. Awasthi) Judge
Pithawe RC Digitally signed by Ramesh Chandra Pithawe
Date: 2019.10.18 16:31:18 +05'30'

Predict Section

The most relevant legal section for the given case in India
would be Section 7 of the Code of Criminal Procedure, 1973
(CrPC), which deals with "Conclusion of Trial. "This section
provides for the termination or conclusion of a trial by the
Court.

FIGURE 6.3 The response from the model for the legal statute identification task.
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6.6 DISCUSSIONS

The SaulLM model was chosen for this study due to its well‑thought‑out structure 
and its success in previous language tasks. SaulLM’s language comprehension and 
production proficiency make it suitable for specific application areas, such as legal 
text processing. With extensive pre‑training on various datasets, it provides a solid 
starting point for fine‑tuning to perform specific tasks, such as identifying legal 
statutes and semantic segmentation. This study specifically used SaulLM because it 
performed exceptionally well on natural language benchmarks. The work employed 
the LoRA technique for fine‑tuning due to its effectiveness and adaptability, as 
highlighted in several machine‑learning studies. Additionally, LoRA fine‑tunes the 
model in a way that is different and more efficient than other methods, as it updates 
only a portion of the model parameters, requiring significantly less computational 
power. Given the limited computational resources for this experiment, LoRA proved 
to be a suitable mechanism for fine‑tuning large models such as SaulLM‑7B.

Like LoRA, low‑rank updates do not prevent the original model from general‑
izing but improve its performance on task‑specific data. This technique not only 
speeds up the fine‑tuning process but also helps maintain the model’s ability to solve 

Semantic Segmentation
Enter a sentence:

No order of the Tahsildar,Tribunal or Collector or of the Board
of Revenue or Government made under this Act, shall be
questioned in any Civil or Criminal Court

Predict Role

The appropriate role for this sentence in the Indian legal
context is "Statutes." In a legal argument or case, this
sentence would provide a reference to a specific law or
statute that is being cited as relevant to the dispute at hand.
It highlights the authority of the laws and regulations
established under the Act and emphasizes that their orders
are not subject to questioning in civil or criminal courts. This
statement helps to establish legal precedent and maintain
the integrity of the judicial system by upholding the validity
of the decisions made by the mentioned authorities.

FIGURE 6.4 The response from the model for the semantic segmentation task.
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various language tasks. One significant challenge of this work is the overfitting that 
may occur due to repeatedly training the model on a specific dataset. During this 
process, the model will try to capture the patterns from the training data but may per‑
form poorly on unseen data. The ideal solution would be to use different data samples 
for fine‑tuning and the validation process, such as cross‑validation, to prevent overfit‑
ting. However, working with a large model like SaulLM is computationally expen‑
sive and time‑consuming. Even though we have used the LoRA technique for the 
fine‑tuning process, we found that the computational requirements are still remark‑
ably high. This limitation draws attention to using different, representative data 
during fine‑tuning and the necessity of applying methods such as cross‑validation 
to observe overfitting. Fine‑tuning large models, in general, can be very resource‑ 
hungry, as in the case of SaulLM, and it takes time. However, the computational costs 
are still high even when the LoRA technique is employed efficiently to fine‑tune the 
model. Due to this limitation, there is a need to utilize high‑performance computing 
resources, which could be limited for some researchers and organizations. As with 
most activities, fine‑tuning requires less data than model training from scratch, but 
small data volumes are also challenging.

More extensive and diverse datasets can be used to fine‑tune the model; however, 
in this study, the datasets used for fine‑tuning were selectively compiled. This sug‑
gests that failures may stem from inadequate data that does not allow the model to 
learn task‑specific features comprehensively. Assessing the effectiveness of a LoRA 
fine‑tuned model also presents challenges. Ensuring that the learned features repre‑
sent the task requirements while simultaneously retaining generalization ability is 
difficult. Moreover, it is a time‑consuming process that often relies on human evalu‑
ation and requires substantial expertise.

Also, the automated measures might not always reveal the fine behavior of the 
model when it has been deployed in certain specific legal domains. The decision 
to fine‑tune the current model of SaulLM using the LoRA technique arose from 
a desire to develop an efficient, scalable, and high‑performing model for legal text 
analysis. Despite these enhanced potentialities, the approach faces challenges such 
as overfitting, high demand for computational resources, limitations in data volume, 
and difficulty in evaluation.

6.7 CONCLUSIONS AND FUTURE WORK

This work proposed an approach for fine‑tuning a domain‑specific LLM using the 
LoRA technique for Indian legal AI applications. The legal domain is one of the 
areas where the disruptive nature of artificial intelligence has not been explored to 
its full potential. The legal domain involves many complex documentation and pro‑
cessing techniques, mostly carried out using manual techniques that require a lot 
of time and effort and are prone to errors. Also, the enormous demand for legal 
assistance and the number of pending cases in the courts contribute to many issues 
faced by legal stakeholders. SaulLM, an LLM for law, was recently introduced in the 
machine‑learning literature. The model was trained on a large legal corpus focused 
on Western law, which poses several challenges when applying it to other geogra‑
phies, including the Indian judicial system. This work attempted to fine‑tune SaulLM 
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using a popular fine‑tuning approach called the LoRA technique and to extend the 
fine‑tuned model for developing web applications that can perform two crucial func‑
tions of legal document understanding: legal statute identification and semantic seg‑
mentation. The developed model was made publicly available for other researchers 
and developers to use and to build legal artificial intelligence applications for the 
Indian legal system, thereby making legal assistance more accessible to all citizens.

This is only an early attempt to use a heavyweight but feature‑rich LLM for 
building semantic legal applications for Indian law. Thus, there are many avenues 
for future research and development. Some of the future work dimensions worth 
exploring include extended evaluation, additional fine‑tuning, and model integration. 
Critically tuned models should be evaluated elaborately to establish their perfor‑
mance and credibility. We have used only a subset of the dataset for fine‑tuning 
SaulLM, and a larger dataset may significantly enhance the model’s performance. 
Also, integration and deployment of the fine‑tuned model with legacy legal systems 
may be worth attempting.
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7 Application of Artificial 
Intelligence in the 
Indian Legal System
Pros and Cons

Madhavi Kilaru and Rajasekhara Mouly Potluri

7.1 INTRODUCTION

Artificial intelligence (AI) systems are not intended to fully replace human decision‑ 
makers. Instead, they contribute to increased human productivity and decision‑ 
making capacity. Fortunately, AI should support judges rather than replace them 
(Zerilli et  al., 2019). AI advancements will have far‑reaching social implications. 
Self‑driving technology has the potential to replace millions of driving jobs in the 
coming decade. In addition to potential job losses, the transformation will present 
additional issues such as reconstructing infrastructure, preserving vehicle cyberse‑
curity, and modifying laws and regulations. Law enforcement, military technology, 
and commercial applications will all present new hurdles for AI developers and poli‑
cymakers (Morgan et al., 2020).

Proponents of AI in legal operations frequently tout its potential to transform 
the profession, promising better efficiency, accuracy, and cost‑effectiveness. While 
AI has several advantages, it is critical to realize its limitations and acknowledge 
that technology alone cannot solve all the complicated difficulties inherent in legal 
operations. Companies cannot automate this process, and legal services are slightly 
more expensive than those of other firms in the industry (Pasquale, 2019). Although 
AI applications play a significant role in law firms, their practical use is limited. As 
a result, this book chapter focuses on how AI plays an essential part in the Indian 
judicial system and the limitations of AI’s practical use.

7.2 INDIAN LEGAL SYSTEM

When we examine the Indian judicial system, we discover that there are legal delays. 
The judiciary is overburdened with more than 5.1 crores pending cases, causing unde‑
sirable delays in administering justice to the people, and as the proverb goes, “Justice 
delayed is justice denied.” As a result, various efforts must be made to improve the 
current situation, such as shortening vacation periods. Advanced tools such as data 
science and AI will assist courts in improving judicial strength by using predictive 
technology to provide critical information about ongoing cases based on prior cases 
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of a similar nature (Moses, 2017). One of the most significant improvements that 
AI can bring is to law firms today. As a result, the Indian legal system is constantly 
evolving, and lawyers can gain distinct advantages in this field by utilizing AI. The 
Indian legal system is a complicated framework based on common law and heav‑
ily impacted by British colonial control. It consists of different branches, including 
civil, criminal, constitutional, and administrative law, and is governed by the Indian 
Constitution, which is the supreme law of the land. The judiciary is independent, with 
the Supreme Court at the top, followed by the high courts and lower courts. The legal 
process consists of several stages, including case filing, hearings, and judgments, 
which are frequently characterized by lengthy procedures and backlogs (Chalakkal &  
Prabhakaran, 2021). In recent years, there has been an increase in the use of AI in the 
legal system, with the goal of improving efficiency and accessibility.

AI technologies are being integrated into various legal practice areas, including 
legal research, document analysis, and case management. AI‑powered technologies 
can assist lawyers and judges in quickly identifying important material for a spe‑
cific case and streamlining workflows. Furthermore, AI‑powered tools can assist in 
forecasting case outcomes, allowing legal experts to improve case strategies through 
tactical approaches. Advanced data can be extracted using advanced techniques such 
as big data and Natural Language Processing (NLP), allowing legal practitioners to 
forecast data trends, legal principles, and data complexity, all of which may influ‑
ence the conclusion of a legal matter. This would help improve the accuracy of legal 
procedures and the system’s general efficiency (Frankenreiter & Nyarko, 2022). 
Predictive analytics can help analyze patterns and connections in legal datasets. This 
will allow legal practitioners to make more informed decisions. It can also help to 
ensure consistency and justice in legal decisions, particularly in cases where subjec‑
tive judgment is important.

While frequently regarded as a more traditional form of AI, Expert Systems have 
major legal applications. These AI systems encode domain‑specific knowledge and 
rules to replicate expert decision‑making. In the legal arena, expert systems may 
provide crucial procedural assistance, maintaining uniformity and efficiency in court 
processes. They could also provide preliminary assessments of basic legal concerns, 
potentially assisting in case triage and identifying those that require more in‑depth 
human attention. While not immediately applicable to many legal activities, com‑
puter vision technology has the potential to play important roles in the judiciary 
(Chalakkal & Prabhakaran, 2021). Computer vision could aid in evidence analysis, 
such as processing surveillance footage in criminal cases or examining documents 
for signs of forgery.

As digital evidence becomes more widespread in court procedures, computer 
vision systems’ capacity to interpret visual data quickly and accurately may be cru‑
cial. These key AI technologies can be applied to a variety of judicial processes, with 
each having the potential to speed up operations. The uses of AI in the judiciary are 
numerous and promising, ranging from streamlining case administration and sched‑
uling to improving legal research capabilities, automating document review, and pro‑
viding decision support to judges (Vivek & Nilakshi, 2024). However, it is critical to 
understand that various factors, including the quality and amount of available data, 
precise implementation details, and stakeholders’ willingness to adopt and adapt to 
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new technology, must be considered. To learn more about how these technologies are 
used in India, we must consider both their revolutionary potential and the limitations 
associated with their adoption (Chatterjee, 2020).

7.3 ADVANTAGES OF AI IN LEGAL SYSTEM

Sundar Pichai, CEO of Google, believes that India is well positioned as the shift to 
AI takes place. The use of AI in judicial systems could potentially reduce the time 
required to deliver judgments. Traditional legal processes often involve significant 
manual labor, such as document examination and case preparation, which consumes 
time and causes delays in case resolution. AI technology can automate and optimize 
many areas of the legal process, enabling more advanced and efficient decision‑ 
making. NLP algorithms, for instance, can evaluate and extract relevant informa‑
tion from vast amounts of legal data, such as statutes, rules, and legal opinions 
(Bommarito et al., 2021).

This will accelerate the legal research process and allow legal practitioners to 
swiftly access crucial materials, saving valuable time when drafting arguments and 
analyzing cases. Furthermore, AI can simplify the process of categorizing mas‑
sive numbers of legal documents, such as contracts, pleadings, and evidence. By 
automating document inspection, AI may drastically reduce the time necessary for 
this task, ensuring that relevant information is readily available when needed. This 
increased efficiency allows legal practitioners to focus on higher‑level duties, such as 
case planning and analysis, ultimately accelerating the decision‑making process. AI 
technologies can potentially improve the study of legal features, leading to increased 
accuracy and thoroughness in legal evaluations. Additionally, AI has the potential 
to evaluate vast amounts of legal information effectively, enabling it to find data 
trends, extract accurate and relevant information, and provide valuable insights to 
legal professionals. AI‑powered predictive analytics may analyze past cases to iden‑
tify correlations and data trends. AI algorithms can forecast case outcomes or the 
success rate of similar cases for specific legal arguments by considering elements 
such as case characteristics, parties involved, and jurisdiction. This can assist legal 
professionals in understanding the strengths and weaknesses of their cases, allowing 
them to make better‑informed decisions and develop effective legal strategies. To 
save time and money, in‑house legal counsel frequently skips the inquiry process or 
hires a first‑ or second‑year attorney to carry it out. AI can assist humans in asking 
straightforward legal questions and receiving responses based on research, case law, 
and other sources. Furthermore, AI can be used as a FAQ service for internal custom‑
ers, answering basic legal, HR, and compliance issues while determining when to 
refer the case to a human lawyer. The key here is that not only can the use of AI save 
time and money, but it also provides in‑house teams with the one indulgence that is 
often missing: the advantage of time to carefully consider the issue and provide the 
best possible solution (Bell et al., 2023).

Furthermore, AI systems can help with thorough legal research by rapidly collect‑
ing pertinent case law, statutes, and legal precedents. By analyzing and summarizing 
such a large amount of legal knowledge, AI technology can assist legal practitioners 
in understanding legal principles, arguments, and counterarguments. Not only does 
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this save time, but it also improves the precision and comprehensiveness of legal 
analysis. Additionally, AI can assist with the structure and synthesis of legal materi‑
als. It automatically categorizes and tags legal documents based on their content, 
making them easier to retrieve and analyze (Kusabi et  al., 2024). Effective legal 
management information helps legal practitioners find and use relevant materials, 
thereby boosting the quality of research and discussion. Using AI in legal decision‑ 
making, especially for individuals struggling to understand the current system, 
makes legal services more accessible to many people with low incomes or limited 
resources. AI‑powered solutions can address these issues and provide effective, effi‑
cient legal help. Before seeking legal assistance, chatbots and virtual assistants can 
provide individuals with preliminary information, guidance, and self‑help options. 
These tools are accessible at any time of day or night and offer basic information to 
individuals. Furthermore, AI algorithms can assist in translating legal documents, 
interpreting legal procedures, and facilitating communication between legal experts 
and individuals to overcome language barriers. This ensures that all parties involved 
in judicial proceedings comprehend and participate effectively.

We know that legal procedures are often lengthy, but AI algorithms can help sim‑
plify legal forms and procedures, making them more accessible and understandable 
to laypeople. Advanced tools, such as machine learning (ML) and NLP, help reduce 
errors, streamline procedures, and empower individuals to engage effectively in the 
legal system. A more significant transformation of AI in the legal field involves using 
AI to reduce judgment time, improve legal documentation, and enhance access to 
justice. Legal experts, policymakers, and stakeholders must accept and investigate 
the benefits of AI if technology is to be used responsibly and effectively in the legal 
domain (Coglianese & Dor, 2020). It is equally important for every legal profes‑
sional to consciously analyze and address the ethical implications associated with 
AI technology implementation. AI‑generated technologies can automate and opti‑
mize various aspects of legal document management, such as contract analysis and 
task execution based on priority and urgency. ML algorithms can assist in detecting 
risks, saving documents, and quickly processing information. Automation through 
AI offers countless benefits, including reduced labor, a faster review process, and 
greater accuracy in document analysis.

7.3.1 chAllengeS And limitAtionS of Ai in legAl SyStem

In general, legal professionals employ AI in legal operations to investigate contracts, 
evaluate documents, establish legal research processes, and perform predictive ana‑
lytics. These processes can assist legal authorities in streamlining specific operations, 
thereby saving time and resources. For example, AI algorithms can help examine 
many legal papers and find the essential information required to mitigate potential 
risks, whereas humans can take much longer, often many days, to review the relevant 
data. Legal experts can also use AI technology to identify patterns to predict case 
outcomes accurately. During the manual review process, data may be overlooked 
when it involves large documents; AI can assist in this direction to identify uncov‑
ered data, thereby enhancing legal operations in a more transformative manner (Sil 
et  al., 2019). Even though AI has excellent innovations, it has certain limitations, 
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particularly regarding the complex case‑generative outcomes and context‑dependent 
nature of legal work. AI may not perform adequately in these situations because 
human interactions are always challenging and may not agree or come to a fixed 
point, as the legal system is evolving with social norms and subjective matters, which 
leads to a significant challenge. One of the major challenges of AI in legal operations 
is its reliance on historical data and AI technology to learn from past outcomes while 
generating and predicting outcomes for current and future scenarios. This may be 
beneficial for specific cases; nevertheless, when uniqueness and special legal chal‑
lenges exist, AI may not be able to deliver relevant insights or outcomes. In today’s 
environment, unexpected events may arise that AI cannot fully solve (Benbya et al., 
2020).

One of the most significant issues in legal decision‑making is AI’s lack of open‑
ness. Complex models of AI algorithms are often difficult for humans to understand, 
providing accurate forecasts without clear explanations of the factors associated with 
the supplied document and failing to explain why a specific reason was mentioned 
for the given situation. This makes it harder to establish trustworthiness and account‑
ability in AI automation results. Without a clear explanation, people will be unsure if 
they are following the correct technique or making accurate predictions. The judicial 
system is very broad and sensitive. Thus, clear explanations are crucial to enable 
legal experts, litigants, and the public to comprehend and evaluate the reasoning 
behind AI‑generated results (Awasthy et al., 2022).

Significant work is required to construct AI models that produce interpretable and 
explainable outcomes to address these difficulties. It is tough to achieve openness 
in policymaking, but transparency is very important for the success of any system. 
Proper analysis is required to identify and rectify errors with AI algorithms, as well 
as to properly test the implementation process before it collects enormous volumes 
of data. Particularly for algorithms with private or secret codes, this is necessary 
for the development of advanced instruments like AI (Ejjami, 2024). Automatically 
maintaining such data necessitates high security and must be protected from hack‑
ers. Legal professionals and AI engineers must collaborate, understand the system’s 
data protection priorities, and build the necessary technologies to protect individu‑
als’ privacy rights and comply with applicable laws and regulations. The specifics of 
a case can be gathered and retained, raising privacy concerns. Data consent must be 
obtained freely and voluntarily to collect the details; feeding the details entails access 
control, system updates, and monitoring. The number of cyber‑attacks is increas‑
ing, so we need to establish efficient cyber‑control measures to safeguard against 
the misuse of AI technologies. Legal professionals and AI developers must create 
awareness among individuals and parties involved when sharing data with third par‑
ties. Transparent terms and conditions must be set to ensure data privacy, including 
the tenure of the case systems, which should be considered a vital tool to help legal 
professionals find the right path rather than completely replacing human judgment. 
Humans can understand, question, and dispute AI‑generated solutions. Hence, legal 
professionals must have the knowledge and expertise to use AI technology effectively 
and critically examine and evaluate its outcomes. Furthermore, appropriate mecha‑
nisms for testing and appealing AI‑generated solutions or outputs must be devised, 
especially when legal experts are required to uncover and examine alternatives and 
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explanations for AI‑generated solutions in a broader and ethical context that they 
believe to be unjust or inaccurate. This promotes transparency, accountability, and 
fairness (Dronadul & Bhaskar, 2023).

Strict norms and appropriate regulatory frameworks must be established and 
enforced to encourage the responsible and ethical use of AI in legal decision‑making. 
For this collaboration among stakeholders, AI experts, and policymakers—as well 
as ethics experts—is critical for developing effective and accurate recommendations. 
Individuals involved in formulating and executing the rules include legal profession‑
als, associations, and the government. These rules should cover a variety of topics, 
including providing explanations, mitigating bias, protecting data privacy and secu‑
rity, establishing accountability, and using AI responsibly. It is critical that detailed 
rules are established to assist in the development, deployment, and assessment of AI 
systems in the legal arena. Regular evaluations and modifications to these rules are 
required to keep up with technological advancements and evolving ethical consider‑
ations. Ethical considerations and adherence to rules on explainability, bias reduc‑
tion, data privacy and security, accountability, and responsible AI use are essential 
for ensuring AI’s responsible and efficient incorporation into legal decision‑making 
processes. Legal practitioners must prioritize transparency, impartiality, and the pro‑
tection of personal information.

7.3.2 SucceSSful implementAtion of Ai in legAl SyStem

AI encompasses a wide range of computational approaches that allow machines to 
accomplish tasks that would normally require human intelligence. Several fields 
of AI are especially relevant for judicial applications, with each offering unique 
capabilities to address various aspects of legal proceedings. ML is at the forefront 
of AI technologies relevant to the court. ML algorithms can find patterns in vast 
datasets and improve their performance on tasks with experience. The most impor‑
tant approach in legal systems is supervised learning, which is used to anticipate 
future‑oriented data classification and case outcomes using previous data. This 
domain can assist legal systems in correctly predicting datasets, making the role of 
legal experts easier. This could be extremely useful in revising case bargains and 
offering more knowledge to both lawyers and judges. On the other hand, unsuper‑
vised learning may reveal hidden patterns in case management, which can help the 
legal system by informing policy decisions and addressing systematic issues within 
the legal framework (Bardhan et al., 2024). Reinforcement learning is an important 
AI technique for training software to make informed decisions to achieve the best 
possible results. The ability of this technique, particularly in legal systems, aids in 
the optimization of protracted procedures over time, such as refined court sched‑
uling systems, resulting in increased system efficiency and proper resource alloca‑
tion. NLP, another crucial and advanced AI tool, is utilized in the court system to 
automate the processing of legal documents, allowing cases to be evaluated more 
efficiently. NLP has numerous uses in the legal profession; it may employ complex 
legal research methods to analyze large amounts of data quickly. NLP can also help 
computers understand, analyze, and interpret human language. Additionally, NLP 
has the capability of automating lengthy documents and identifying crucial elements 
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in the legal system for rapid assessment. Furthermore, NLP systems could even assist 
in regularizing and routing document texts, allowing legal practitioners to save time 
and focus on more complex topics (Hassan et al., 2021).

While widespread implementation of AI in Indian courts remains in its initial 
stages, various initiatives have been launched to investigate its potential. These 
revolutionary initiatives span a wide range of applications, from language transla‑
tion to case management, and reflect a growing realization of AI’s disruptive poten‑
tial in the legal system. The Supreme Court Vidhik Anuvaad Software (SUVAS), 
announced in 2019, is a major step toward improving language accessibility in 
the legal system. This AI‑powered language translation technology is intended to 
translate Supreme Court decisions from English to vernacular languages, increas‑
ing access to justice by making legal material more available in regional languages. 
The implementation of SUVAS acknowledges India’s linguistic diversity and seeks 
to bridge the language gap, which sometimes hinders understanding of legal pro‑
ceedings and judgments.

Another significant innovation is the Supreme Court Portal for Assistance in 
Court Efficiency (SUPACE), launched in 2021. This AI application is specifically 
created to help courts by extracting key facts and legislation from case documents. 
SUPACE’s goal is to reduce the time judges spend on preparatory work, allow‑
ing them to focus more on key decision‑making processes by automating routine 
research tasks. The Supreme Court of India has developed an SCI Interact tool 
that is entirely AI‑based and helps streamline procedures related to case status, 
judgments, and court circulars. While this AI application does not directly solve 
case backlogs, it does improve transparency and access to information, both of 
which are critical components in fostering public trust in the court system and 
reducing unnecessary litigation. The E‑Courts Project, while not solely an AI 
endeavor, lays the framework for future AI applications by developing a compre‑
hensive digital infrastructure for court procedures. This initiative includes e‑filing 
of cases, digital case records, and virtual hearings, all of which produce signifi‑
cant data that AI systems will use in the future. The National Judicial Data Grid 
(NJDG) is an online portal that provides real‑time data on case status across all 
levels of courts. Currently focused on data collection and visualization, the NJDG 
generates a significant dataset that could power future AI analytics tools, provid‑
ing insights into case flow patterns and bottlenecks in the judicial process. Several 
high courts have deployed Automated Case Flow Management Systems, which 
use simple algorithms to automate case listing and allocation. While not employ‑
ing advanced AI, these technologies provide the framework for more sophisti‑
cated AI‑driven scheduling in the future, potentially optimizing court resources 
and reducing delays (Aithala et al., 2024). Finally, while not particular to the judi‑
ciary, the national AI plan outlined by NITI Aayog, the government think tank, 
mentions justice delivery as a priority. This high‑level policy direction signals 
government support for AI adoption in the legal sector and provides a broader 
context for AI initiatives in the judiciary. These innovations, collectively, demon‑
strate a growing recognition of AI’s potential to address longstanding challenges 
in the Indian judicial system.
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7.4 CONCLUSION AND IMPLICATIONS

In India, AI has the potential to cause an immense paradigm shift in the legal profes‑
sion by improving operational efficiency, precision, and cost‑effectiveness. Also, in 
the Indian legal system, one of the most crucial algorithms AI provides in terms of 
benefits and uses is its ability to assist in the resolution of ongoing cases. As the num‑
ber of pending cases grows, AI may help minimize court workload and speed up case 
resolution. For example, by assisting with document analysis, legal research, and 
evidence appraisal, AI systems can allow judges to focus on more important aspects 
of the case. This may result in faster case resolution and less buildup. Furthermore, 
AI can facilitate drafting legal documents and pleadings, especially in litigations that 
rely on vast datasets and information. AI integration in India’s legal industry brings 
both potential and problems for legal practitioners, governments, and society. While 
AI technologies have the potential to increase efficiency, lower costs, and enhance 
access to justice, they also raise worries about job displacement, skill shortages, ethi‑
cal challenges, and the loss of human expertise. As the legal profession navigates the 
complications of AI adoption, a balance must be struck between using technology 
to complement human talents and safeguarding the legal profession’s core beliefs. 
Otherwise, it is difficult to maintain applications in the legal sphere overall since it 
creates a schism between the public and government. By embracing AI responsibly 
and investing in continuous learning and skill development, legal professionals can 
adapt to the evolving landscape of the legal industry and ensure their relevance in 
the AI‑powered future. Moreover, policymakers need to enact appropriate regula‑
tions and safeguards to address ethical and regulatory challenges associated with 
AI adoption in the legal sector, fostering an environment of trust, accountability, 
and responsible innovation. This chapter describes the lawyer’s duty of technology 
competence to advise their clients while discussing the ethical implications of using 
AI technologies in the lawyer’s own legal practice.

It also describes a judge’s duty of technological competence to understand the legal 
and ethical challenges associated with AI, as well as the advantages and disadvan‑
tages of using or allowing the use of AI technology tools in their own courtroom. 
Fundamental rights are protected by lawyers and judges through the courts, which 
means competence with AI technologies is of utmost importance for lawyers, judges, 
and other judicial officers. Lawyers and judges must understand what an AI tool can 
and cannot do while also understanding its effectiveness and biases when accomplish‑
ing its objectives. Lawyers and judges must, therefore, possess a higher level of compe‑
tence when AI tools impact their practice. Education is at the center of this competency. 
Understanding AI in the legal field starts with educating stakeholders about the fun‑
damental aspects of AI, its challenges, and how to create frameworks for addressing 
these challenges. Dataset Disclosure Forms and Model Disclosure Forms are neces‑
sary to ensure that lawyers and judges are sufficiently educated regarding the contents 
of data, models, and related algorithms. While Dataset Disclosure Forms and Model 
Disclosure Forms are only one transparency tool among many, they are necessary for 
lawyers and judges to uphold their ethical duties (Shope, 2021).

AI solutions can speed up legal research and automate repetitive procedures, which 
can lead to more efficient processes and better use of resources. Furthermore, the 
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emergence of online platforms and AI‑powered virtual assistants helps to overcome 
geographical limitations, promoting a more inclusive judicial system. Nevertheless, 
this progression in technology is not devoid of its obstacles. Significant ethical 
concerns arise, encompassing worries over algorithmic bias, transparency, and the 
necessity of human supervision. Ensuring the responsible implementation of AI in 
the judiciary requires a crucial balance between technical progress and protecting 
individual rights. An essential aspect of this shift is the requirement for a strong legal 
and regulatory framework that can adapt to the ever‑changing nature of AI. Ensuring 
clear and precise regulations for using AI in the judicial system is crucial for mini‑
mizing potential dangers and building a solid basis of confidence among all involved 
parties. The success of AI integration is heavily influenced by technological literacy. 
Legal professionals and stakeholders must possess the necessary expertise to utilize 
AI systems to their maximum capabilities effectively. Thorough training programs 
and continuous education campaigns are crucial in this context. The foundation of 
a functional judiciary relies on public confidence, and it is crucial to communicate 
transparently about the role of AI in shaping good opinions. Ensuring comprehension 
and trust among the public is crucial as AI becomes an indispensable component of 
the legal decision‑making procedure. To ensure the future of AI in the Indian courts, 
it is imperative to consistently engage in innovation and collaboration. The legal 
industry should adopt developing AI technology, utilizing knowledge from interna‑
tional benchmarks to guide strategic decision‑making. Despite obstacles, employing 
a considerate and morally upright strategy and continuous improvement presents AI 
as a powerful agent in the continuous endeavor to create a judicial system in India 
that is more accessible, efficient, and fair for its varied and ever‑changing population.
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8 An Analysis of the EU 
Artificial Intelligence Act

Reald Keta

8.1 INTRODUCTION

Apart from a vague public discussion about how information technology systems are 
becoming crucial for everyone’s daily life or appear as futuristic creations in cinema‑
tography, artificial intelligence (AI), until recently, stood as a mirage of the future. 
Undoubtedly, in the general perception, it was a short‑term future full of fears and 
hopes for progress, but it had not yet arrived in our everyday lives.

This was the general panorama of universal society until the advent of differ‑
ent models of AI systems in our daily lives. For example, on November 30, 2022, 
the “ChatGPT” chatbot debuted as open source. Since then, the use of open‑source 
chatbots has massively increased in many aspects of society, with many alternatives 
emerging with their own features, such as “Copilot,” “Gemini,” and others.

Beyond basic uses, such as students preparing assignments, office workers prepar‑
ing analytical materials, and those in media creating audio‑visual content, the range 
of applications is expanding ever more widely. AI is increasingly being used in the 
fight against tax fraud (e.g., automated detection of swimming pools based on satel‑
lite images), security (e.g., advanced video surveillance systems analyzing human 
behavior), healthcare (e.g., diagnostic assistance), and education (e.g., through learn‑
ing analytics aimed at personalizing learning paths) (Felicien, 2023).

With the rise of generative AI programs for consumers, such as Google’s Bard 
and OpenAI’s ChatGPT, the generative AI market is expected to gain even more 
economic weight. According to a new report from Bloomberg Intelligence (BI), this 
weight is projected to increase from a market size of just $40 billion (about $120 per 
person in the United States) in 2022 to $1.3 trillion (about $4,000 per person in the 
United States) over the next 10 years (Bloomberg Intelligence, 2023).

In the face of such developmental reality, and with the effort to keep up with 
socio‑economic dynamics, in 2021, the European Commission undertook a signifi‑
cant regulatory step regarding AI systems. This initiative culminated on July 12, 
2024, when the Official Journal of the European Union published “Regulation (EU) 
2024/1689 of the European Parliament and of the Council of June 13, 2024, lay‑
ing down harmonized rules on artificial intelligence and amending Regulations 
(EC) No 300/2008, (EU) No 167/2013, (EU) No 168/2013, (EU) 2018/858, (EU) 
2018/1139, and (EU) 2019/2144, and Directives 2014/90/EU, (EU) 2016/797, and 
(EU) 2020/1828.” For ease of communication, it will be referred to hereafter as the 
“EU AI Act,” as it is widely known.
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The drafting and adoption of such an act, as a flagship initiative from the European 
Commission, also represents the first approval of a horizontal regulatory framework 
for AI systems, not only for the European Union. The regulation took time to reach 
a consensus since its proposal and will require time to achieve full implementation. 
The act came into force in the 27 European Union countries on August 1, 2024, but 
implementation of the regulation is anticipated to be progressive according to a cal‑
endar timeline. To a major extent, the act is expected to be applied by August 2, 2026.

As an act of such magnitude, covering such a dynamic field and with such broad 
impact, it has elicited numerous responses from various stakeholders and consider‑
ations of different natures. In this context, the article aims to provide an overview of the 
fundamental issues of the act and a contextual analysis of the regulations it implements.

In this historical context, this chapter primarily aims to provide an introduction 
to the regulatory framework of the act in question from a jurisprudential perspec‑
tive. This reading seeks to present the regulatory act in an understandable way to a 
non‑legal audience. Alongside the presentation and in the conclusion of the analysis, 
this chapter intends to outline some of the short‑term and, where possible, long‑term 
implications of the act. In the analysis, the author also considers, for reference, the 
opinions of experts with specialized profiles in information technology.

8.2 LEGAL CONTEXT

While the “EU AI Act” rightly holds the merit of being the first regulatory frame‑
work for regulating AI systems, it does not mean there were no prior normative regu‑
latory acts that partially governed the use of AI. Moreover, many non‑governmental 
organizations and authors have prepared regulatory documents or guidelines for the 
use of AI systems. This normative and theoretical legacy undoubtedly helped and 
found its place in the mentioned regulation.

8.2.1 broAd context

A normative approach before the “EU AI Act,” within the framework of a politically 
autocratic society, was pioneered by China. Under the authoritarian leadership of the 
Chinese Communist Party, a regulatory and governance framework for the use of AI 
was implemented in China in 2021 and 2022 (Sheehan, 2024).

Meanwhile, on the other side of the Atlantic, regulatory development had been 
underway before the approval of the “EU AI Act.” For example, American tech 
giants Google and Microsoft had agreed to collaborate with OpenAI and the start‑up 
Anthropic to launch the “Frontier Model Forum,” a self‑regulatory industry body 
that would promote safe and responsible AI.

However, even in the United States, unlike the normative approach in Europe, there 
have been regulatory efforts. It is worth mentioning that in the United States, there 
have been non‑normative regulatory acts such as the “NIST AI Risk Management 
Framework.” There have also been normative efforts, such as the Presidential 
Executive Order “On the Safe, Secure, and Trustworthy Development and Use of 
Artificial Intelligence,” adopted in October 2023.



89An Analysis of the EU Artificial Intelligence Act

However, the United States has not yet managed to establish a more detailed 
normative framework. The long journey and the still ongoing inability to adopt the 
“Algorithmic Accountability Act” in the US Senate since  2019 demonstrate this. 
Among other factors, the regressive pressure from the industry, due to the costs 
a regulatory framework would bring, has led to the blocking of such legislation 
(MacCarthy, 2020).

8.2.2 europeAn context

Within its legal and political tradition to positively regulate matters in every field, the 
European Union institutions have long been striving to be at the forefront of develop‑
ments in AI systems. This effort began with the European Commission’s publication 
in 2018 of the strategy “Artificial Intelligence for Europe.” This strategy, accompa‑
nied by a budget of 1.5 billion euros for the 2018–2023 period, is set as the EU’s goal 
to place AI in the service of human development.

However, the preparation and theoretical framework on which the “EU AI Act” 
was based started with the white paper titled “On Artificial Intelligence – A European 
Approach to Excellence and Trust.” Through this document, it was stated that  
“a common European approach to AI is necessary to achieve sufficient development 
scale and avoid the fragmentation of the single market.” It also outlined two objec‑
tives the EU should maintain regarding AI and its regulatory activity. According to 
this document, the EU should aim for AI use to expand within an excellent and trust‑
worthy ecosystem. A balanced approach with two perspectives, targeting the promo‑
tion of innovation as economic progress while also keeping in mind the guarantee of 
citizens’ rights, especially as consumers.

In this regard, the first concrete step was taken on April 21, 2021, when the 
European Commission proposed the first draft of a regulatory framework for AI. 
Following discussions and legislative procedures, several key issues gained attention. 
Among these, some of which will be addressed in detail later in this chapter, are as 
follows:

 i. The definition and purpose of an AI system.
 ii. Risks associated with public and private sector AI use.
 iii. The classification and listing of high‑risk AI systems.
 iv. The classification and listing of systems exempted for national security 

concerns.
 v. Considering “Foundation Models” as high risk.
 vi. The exemption of AI systems used for public purposes.

On December 6, 2022, the European Council approved the general approach, allow‑
ing negotiations with the European Parliament to begin. On December 9, 2023, after 
three days of “marathon” talks, the Council of the EU and the Parliament reached an 
agreement. The law was passed in the European Parliament with dedicated support 
from MEPs on March 13, 2024, with 523 votes in favor, 46 against, and 49 absten‑
tions. Subsequently, the act was approved by the Council of the EU on May 21, 2024.
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8.3 ANALYSIS OF THE ACT

Due to its nature and regulatory magnitude, the “EU AI Act” has been regarded as 
the “GDPR of AI,” with the General Data Protection Regulation considered a bench‑
mark for challenging regulatory acts in the EU. This comparative approach will be 
explored several times throughout this chapter while addressing various issues.

Many commentators argue that the “EU AI Act” is not just comparable to the 
General Data Protection Regulation (GDPR) but extends beyond it. This is partly 
because many issues will remain within the domain of secondary regulatory acts for 
specific regulations. These secondary acts, among others, include practical imple‑
mentation guidelines for the regulation, which are expected to be developed by the 
European Commission.

In this context, the European Commission’s initiative to assist entities in imple‑
menting the regulation is commendable. As part of a two‑year transitional imple‑
mentation period according to a calendar, the Commission has launched the “AI 
Pact.” The Commission has promoted the AI Pact, seeking the voluntary commit‑
ment of the industry to begin implementing its requirements ahead of the legal dead‑
lines. To gather participants, the first call for expressions of interest was published in 
November 2023, receiving responses from over 550 organizations of assorted sizes, 
sectors, and countries.

Below, we will focus on some of the key issues regulated by the act and provide a 
summary of the regulations. The following topics will be addressed:

 i. The scope of the act.
 ii. Definition of AI systems.
 iii. Categorization of AI systems.
 iv. Subjects of the regulation.

8.3.1 the Scope of the Act

Briefly, the “EU AI Act” aims to establish a set of rules for AI systems within the 
European Union. This regulation ensures that AI systems are safe, transparent, and 
respectful of fundamental human rights. More specifically, in Article 1, the “EU AI 
Act” outlines seven areas it regulates as follows:

• Harmonized rules for placing products on the market, putting them into 
service, and using AI systems in the Union.

• Prohibitions of certain AI practices.
• Specific requirements for high‑risk AI systems and obligations for operators 

of such systems.
• Harmonized transparency rules for certain AI systems.
• Harmonized rules for placing general‑purpose AI models on the market.
• Rules on market monitoring, market surveillance, governance, and 

enforcement.
• Measures to support innovation, focusing on Small Medium Enterprise 

(SMEs), including start‑ups.
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8.3.2 definition of Ai SyStemS

It is challenging to translate a technical process into a legal definition, especially in 
the case of information technology systems. This task becomes even more difficult 
when it comes to AI systems. The difficulty of this task, as universally experienced, 
has led many normative acts on AI systems to avoid this challenge by not defining 
the concept itself (Kluge Corrêa, 2023).

Point 1 of Article 3 of the act defines an AI system, specifically stating that: 
“(Artificial Intelligence System) means a machine‑based system that is designed 
to operate with varying levels of autonomy and that may exhibit adaptiveness after 
deployment, and that, for explicit or implicit objectives, infers, from the input it 
receives, how to generate outputs such as predictions, content, recommendations, or 
decisions that can influence physical or virtual environments.”

It is necessary to mention that defining what constitutes an AI system was a 
debated issue during the drafting process. The discussion included issues regarding 
the differentiation of AI systems from other software and the need for a more specific 
definition. This discussion and the criticisms presented led to the rejection of the ini‑
tial proposal in the Commission’s draft. In the final act, an agreement was reached, 
harmonizing with the OECD definition in the “Recommendation on Intelligent 
Systems.” For context, this definition is similar to that mentioned above.

From reading the definition in the relevant provision, six characteristics of the 
nature of an AI system emerge. Of these characteristics, four are essential, and two 
others are also essential and serve as nuances that differentiate AI from software. 
More specifically:

 i. Machine‑based system.
 ii. Designed to operate with a degree of autonomy.
 iii. Operates with clear or implied objectives.
 iv. Based on the provided information (input), it generates processed infor‑

mation (output) in the form of predictions, content, recommendations, or 
decisions.

 v. Can exhibit adaptability post‑deployment.
 vi. The system’s output may affect physical or virtual environments.

First, the criticism of this definition is that the definition borrowed from the OECD 
was not intended to serve as a legal provision but as a policymaking guide. This is 
emphasized to highlight that, in principle, the referred definition was created for 
a different functional purpose and will inevitably suffer from shortcomings when 
applied as a legal regulation.

Second, the key elements in the above definition are ‘infers’ and ‘autonomy,’ 
which attempt to distinguish an AI system from any other software where the out‑
come is predetermined (if x then y) by a strict algorithm. However, some authors 
argue that, even in this form, we are mostly still dealing with a definition of software, 
not AI (Hacker, 2024). They support this with the example of Excel’s auto‑sum func‑
tion. It has a goal (constructing a sum), inputs (the entered values), and an output that 
can affect environments (depending on the importance of the sum for each decision). 
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Compared to the definition, the only difference with AI in this example is the ability 
to “conclude.”

To address this criticism, recital 6 offers some clarification, specifying that: “The 
notion of AI […] should not cover systems that are based on the rules defined solely 
by natural persons to automatically execute operations. A key characteristic of AI 
systems is their capability to infer. […] The techniques that enable inference while 
building an AI system include machine learning approaches that learn from data 
how to achieve certain objectives; and logic‑ and knowledge‑based approaches that 
infer from encoded knowledge or symbolic representation of the task to be solved. 
The capacity of an AI system to infer goes beyond basic data processing, enable[ing] 
learning, reasoning or modelling.”

There are also two other legal gaps in the phrasing of the definition that, in practi‑
cal reality, could create issues. The first is a reference to a machine‑based system, 
which is outdated (machinery) and allows for different interpretations. Secondly, the 
phrasing of a system created to be autonomous raises questions regarding the rela‑
tionship between creation and functioning as such. However, these remarks are based 
on a theoretical approach. As would be argued again, the definition itself or the entire 
act will show its merits during adaptation and court rulings.

8.3.3 cAtegorizAtion of Ai SyStemS

One of the fundamental issues addressed by the act is the provision of a categoriza‑
tion of AI systems and AI usage practices. The strategy used for this overall regula‑
tion and categorization is built according to the “pyramid of criticality,” supported by 
the risk faced in practice or the targeted sector. In dividing these systems, the act uses 
an approach based on the levels of risk that the consumer may face. This is an attempt 
to manage risk in proportion to the measures enforced (Mahler, 2022).

Regarding the definition of risk, it is specified that “risk means the combination 
of the probability of the occurrence of harm and the severity of that harm.” This 
two‑component approach has been considered a definition made within the frame‑
work of ISO Standards. More specifically, the “EU AI Act” highlights four levels of 
risk and, consequently, three categories of systems, for each of which specific regula‑
tions are provided depending on the risk level.

8.3.3.1 Unacceptable Risk
This category exhaustively lists prohibited AI practices under any circumstances. 
For clarity, the act prohibits specific AI functionalities, not the systems themselves. 
The prohibited functionalities summarized are:

• Subliminal Techniques: Manipulative or deceptive methods that distort 
behavior and hinder informed decision‑making, resulting in significant harm.

• Exploitation of Vulnerabilities: Targeting individuals based on age, dis‑
ability, or socio‑economic status to manipulate behavior, causing consider‑
able harm.

• Biometric Categorization: Systems that infer sensitive attributes like race, 
political beliefs, or sexual orientation, with exceptions for legally obtained 
data use or law enforcement.
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• Social Scoring: Evaluating individuals based on social behavior or charac‑
teristics, potentially leading to harmful treatment.

• Risk Assessment via Profiling: Assessing criminal risk based solely on 
profiling or personality traits, except when supplementing objective, factual 
assessments.

• Facial Recognition Databases: The uncontrolled collection of facial 
images from online sources or CCTV for creating recognition databases.

• Emotion Detection: Monitoring emotions in workplaces or educational set‑
tings, prohibited unless for medical or security purposes.

• Remote Biometric Identification: Real‑time biometric identification in 
public spaces for law enforcement, raising privacy concerns.

The ban on real‑time biometric identification for law enforcement was the subject of 
much debate in European institutions. The prohibition does not apply when these sys‑
tems are used for any of the listed specific purposes, such as searching for victims of 
human trafficking or sexual exploitation, or for the prevention of terrorist attacks. In 
principle, relying on such an exception will require thorough assessments, technical 
and organizational measures, notifications, and a warrant (Fernhout, 2024).

8.3.3.2 High Risk
This category includes systems used in critical areas such as biometrics, infrastruc‑
ture, education, and finance, which are allowed but must comply with requirements 
and undergo a conformity assessment. The act provides a dual definition, categoriz‑
ing cases into an exhaustive list and defining the second as a category. The second 
category includes AI systems deemed high risk, which are either standalone products 
or security components of a product.

In summary, the following obligations must be fulfilled for these systems:

• Risk Management: Developers and providers of high‑risk AI systems must 
implement a risk management system throughout the product lifecycle, 
including identifying, analyzing, and minimizing potential risks that the AI 
system may pose to safety, health, or fundamental rights.

• Data Governance: Systems must utilize high‑quality data for training, test‑
ing, and validation. The data should be appropriate, accurate, and repre‑
sentative to ensure proper functioning and minimize errors and exclusions.

• Technical Documentation: Providers must maintain detailed technical docu‑
mentation describing design, algorithms, data, risk assessments, and compli‑
ance measures. This should enable users to understand how the system operates 
and to be aware when interacting with an AI system. Products must indicate 
that they are AI‑based, especially if they are used for critical safety purposes.

• Human Oversight: Systems must be designed in such a way that allows 
human intervention and oversight. Users should be able to interrupt or cor‑
rect AI system decisions when they are dangerous or inaccurate. High‑risk 
applications should not operate fully autonomously where human interven‑
tion is critical.

• Transparency and Information Provision: Providers must maintain 
detailed technical documentation as described above. Systems should be 
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designed so that users understand how they function and know when they 
are interacting with an AI system. Products should display that they are 
AI‑based, particularly for critical safety purposes.

• Conformity Assessment: Before being placed on the market, high‑risk AI 
systems must undergo a conformity assessment by an independent third 
party to ensure compliance with all EU legal and technical requirements.

• Accuracy Oversight: Providers of high‑risk AI systems must have mecha‑
nisms for reporting incidents related to system failures or anomalies. They 
must monitor and improve AI systems throughout their lifecycle to mini‑
mize risks that may arise during use.

• Record Keeping: Developers and providers must retain technical docu‑
mentation and risk assessment results for an extended period, even after the 
product is on the market, to provide evidence of compliance during inspec‑
tions or investigations.

Foundation Models (FMAI) and General‑Purpose Models (GPMAI) fall under this 
category, depending on their use and receive comprehensive treatment under the “EU 
AI Act.” However, they are not the only models addressed. General‑Purpose Models 
(GPMAI) refer to AI systems not developed for a specific task but capable of being 
adapted for a wide range of applications. In comparison, Foundation Models (FMAI) 
can also process substantial amounts of data and can be used for a wide range of 
tasks. Unlike GPMAI, which is more flexible and broadly applicable, FMAI is more 
advanced and serves as a foundational base for developing other AI models tailored 
to more complex tasks.

8.3.3.3 Limited Risk
In the second group of this category, systems permit information and transparency. 
These models can create additional content, such as text, images, videos, or sounds. 
It is essential to mention that “Generative Models” are referred to and regulated in 
the approved version but were not part of the first draft of the Act by the Commission.

Limited risk refers to the outcome associated with a lack of transparency in 
using these systems. In the case of Generative Models, these systems may fall under 
high‑risk regulation if used in ways that affect privacy, ethics, or copyright.

The “EU AI Act” establishes specific transparency obligations to ensure that 
individuals are informed when necessary, promoting trust. For example, when using 
AI systems like chatbots, people should be aware that they are interacting with a 
machine in order to make an informed decision about continuing or withdrawing.

Providers must also ensure that AI‑generated content is identifiable. Additionally, 
AI‑generated text published to inform the public about matters of public interest must 
be labeled as artificially generated. This requirement also applies to audio and video 
content that constitutes “deep fakes.” “Deep fakes” are considered “content generated 
or manipulated by AI in the form of images, audio, or video that resembles existing per‑
sons, objects, places, entities, or events and would appear authentic or true to a person.”

According to the “EU AI Act,” using AI systems to create deep fakes must dis‑
close that the content has been artificially created or manipulated by labeling it as 
such and revealing its artificial origin (except when the use is authorized by law to 
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disclose, prevent, investigate, or prosecute a criminal offense). When the content is 
part of an artistic work, the transparency obligations are limited to disclosing the 
existence of such generated or manipulated content in a manner that does not impede 
the presentation or enjoyment of the work (Hickman, 2024).

8.3.3.4 Low or No Risk
In this case, we are referring to AI systems that are permitted for use and do not carry 
any obligations, apart from the standards for the use of products.

8.3.4 SubJectS of the regulAtion

In summary, the regulation identifies four subjects to which it applies obligations 
regarding “artificial intelligence systems” placed on the EU market or affecting those 
located in the EU. Similar to the GDPR, the act aims for broad jurisdictional reach, 
often referred to as the “Brussels effect.” These subjects are:

• Providers: Entities that develop or place AI systems on the EU market.
• Importers: Those importing AI systems from outside the EU.
• Distributors: Entities involved in the supply chain within the EU.
• Deployers: Public and private users of AI systems.

Like the rules on product liability, whereby an entity other than the provider may be 
considered the provider, in this Act any importer, distributor, deployer, or any third 
party will be considered a provider of the high‑risk AI system and will therefore be 
subject to the extensive list of obligations under the AI Act if one of three conditions 
is met:

• they have put their name or trademark on the system after it has already 
been placed on the market or put into service;

• they have made substantial modifications after that placing on the market or 
putting into service, provided that the system remains high risk; or

• they have modified the intended purpose of the AI system, which renders 
the system high risk.

On the other hand, the Act provides exclusions regarding the obligations of provid‑
ers. Firstly, the Act does not apply to providers of free and open‑source models, 
with some exceptions. For example, general‑purpose artificial intelligence (GPAI)  
models—even if open source—will be subject to regulation.

Additionally, the obligations do not apply to AI systems used for national security, 
military, or defense purposes, or to research, development, and prototyping activities 
prior to their entry into the EU market. “EU AI Act” also excludes certain categories 
from its scope, such as:

• Research and development of AI prior to commercial deployment.
• Free and open‑source software, unless it is high risk or has significant 

impact.
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• AI systems used for military or defense purposes.
• AI systems used solely for scientific research.
• AI systems placed on the market before the Act, unless they have been sig‑

nificantly modified.
• AI systems used solely for personal, non‑professional purposes.

The Act provides for the establishment of several regulatory, supervisory, and advi‑
sory structures at the EU level. The following bodies are foreseen:

• An Artificial Intelligence Office within the European Commission.
• An Artificial Intelligence Board as a collegial body with representation 

from member states.
• An advisory forum to provide technical expertise, advise the Board and the 

Commission, and contribute to their tasks under this Regulation.
• Scientific panels composed of independent experts. The Commission shall 

establish a scientific panel of independent experts to support enforce‑
ment activities under the Regulation. These experts will be selected by the 
Commission based on their up‑to‑date scientific or technical expertise in 
the field of AI.

It is also anticipated that responsible authorities will be established in each member 
state, with at least one designated as a notifying authority and at least one other as a 
market surveillance authority.

8.4 IMPLEMENTATION CHALLENGES

The law, following its publication in the Official Journal of the European Union, 
entered into force 20 days (about three weeks) later. After August 1, 2024, a phased 
implementation began that allows provisions to come into force over three years, 
depending on the type of AI system. The law will be fully effective on August 2, 
2026, and will be fully in effect by this time, including the implementation of full 
enforcement mechanisms by mid‑2027.

However, some regulations will be applicable earlier than the deadlines men‑
tioned. The prohibitions of AI systems that pose unacceptable risks will apply six 
months after entry into force. Codes of practice will apply nine months after entry 
into force. The rules for general‑purpose AI systems that must meet transparency 
requirements will apply 12 months after entry into force. High‑risk systems will 
have more time to comply, as obligations for them will become applicable 36 months 
(about three years) after entry into force. Like the GDPR, local enforcement authori‑
ties are tasked with conducting random checks.

Timeline / Progressive Grace Period

• February 2025: Six months after entry into force: Prohibitions on banned 
AI practices will apply.

• August 2025: Twelve months after entry into force: Obligations for gen‑
eral‑purpose AI systems, including governance requirements, will apply. 
Penalties will also come into force.
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• August 2026: Twenty‑four months after entry into force: The Act becomes 
generally applicable, including obligations for many high‑risk AI systems.

• August 2027: Thirty‑six months after entry into force: Obligations for all 
remaining high‑risk AI systems will apply.

Failure to comply with the provisions of the “EU AI Act” may result in a maximum 
penalty of €35 million or 7% of global annual turnover, whichever is higher. The 
AI Act grants any natural or legal person the right to file a complaint with a market 
surveillance authority if they have grounds to believe that the Act has been infringed. 
This represents an unusually broad personal scope for exercising this right, as there 
is no requirement for standing. This differs notably from other instruments, such as 
the GDPR, where data subjects may submit a complaint only if the processing of 
personal data relates to them.

Like any normative act in the field of information technology that seeks to guar‑
antee human rights, the “EU AI Act” also faces two challenges that could lead to side 
effects or counterproductive outcomes.

First, considering the dynamics of the market—and information technology in 
particular—the Act risks becoming outdated very quickly and may prove inefficient. 
This inefficiency, besides failing to achieve the goals of the Act, could also result in 
regulatory costs.

Second, in contrast to the first argument but based on the same premise, the Act 
risks being restrictive. Although, as argued at the beginning of the document, the EU 
aims to promote innovation and support small businesses through this Act, the EU 
AI Act could have the opposite effect. This is because the administrative burden it 
imposes could weigh heavily on small businesses and stifle innovation in the sector.

8.5 CONCLUSIONS

As mentioned, the “EU AI Act” is a regulatory act within the framework of a broader 
regulatory context in the EU. This Act and the entire legal framework listed below 
interact in many aspects. It includes references to product safety, product liability, 
copyright, and others. More specifically, “the EU AI Act” interconnects with:

• General Data Protection Regulation (GDPR)
• Product Liability Directive (PLD)
• European Cyber Resilience Act (CRA)
• Data Governance Act (DGA)
• General Product Safety Regulation (GPSR)
• Digital Services Act (DSA)
• Digital Markets Act (DMA)
• Copyright

The European Union’s framework for regulating the digital ecosystem—aside from 
the Single Market—is built on three legislative pillars: the DSA, the Digital Markets 
Act (DMA), and the Artificial Intelligence Act (AI Act). The DSA focuses on user 
safety and rights, creating a safer online environment. The DMA ensures that mar‑
kets remain competitive and free from monopolistic practices. The AI Act promotes 
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the safe and ethical use of AI, ensuring it benefits society. These acts are complemen‑
tary and, in certain circumstances, may overlap.

Like any legislation of this magnitude—one that affects numerous economic 
interests and social actors—criticisms and reservations have accompanied its draft‑
ing, approval, and implementation. However, this inevitability should not be used to 
dismiss legitimate critiques or to overlook the Act’s positive elements. The author 
supports the view (Hacker, 2024) that, although this regulation requires strong politi‑
cal consensus and is far from perfect, it is a more positive alternative than having no 
regulatory framework at all.

Firstly, it establishes minimum rules for the functioning of AI systems, consider‑
ing the risks to public safety. In line with this, it also sets minimum standards for 
the protection of privacy and personal data. An example of the benefits of these 
standards is the month‑long ban on OpenAI’s chatbot in Italy by the data protection 
authority in 2023.

Most importantly, the “EU AI Act” guarantees human oversight of AI systems. 
Systems must be designed and developed in such a way that they can be “effectively 
overseen by natural persons during the period in which the AI system is in use.” This 
goes beyond mere transparency or explanation of how the AI system “works”; it involves 
enabling the “human overseer” to spot anomalies, recognize “automation bias,” correctly 
interpret the system’s outputs, and override or disregard the system when necessary. 
Explicitly, one aim is to prevent or minimize risks to fundamental rights (Edwards, 2022).

It also addresses political data in the context of remote biometric identification 
(RBI). In both areas—foundation models and RBI—more protective measures would 
be possible and desirable, but the current regulation is still better than having none.

Thirdly, it will allow companies to create codes of conduct that could gain broad 
validity through Commission‑approved self‑regulation. This offers flexibility, pro‑
vides room for concrete implementations across various sectors, and leverages indus‑
try expertise.

As argued at the beginning, two factors will determine the regulatory success of 
the Act: the framework of secondary legislation and the case‑by‑case progression in 
the courts.
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9.1 INTRODUCTION

In the last few years, financial services and technology have come together to  
create substantial changes in India’s banking and Non‑Banking Financial Companies 
(NBFCs) sectors. Operations have improved in major areas like customer service and 
risk management with the help of Artificial Intelligence (AI) (Moharrak & Mogaji, 
2024; Singh et  al., 2024). Financial institutions are using AI more often because 
it offers benefits like better efficiency and analytical capabilities, allowing them to 
simplify services, automate tasks, and evaluate credit risk in competitive markets. 
Still, adding AI is not easy; it requires manoeuvring through a confusing regulatory 
environment that lacks clear rules for addressing the unique risks and ethical issues 
that come with AI (Md. Molla, 2024). The main research problem this chapter will 
investigate is the legal and regulatory challenges that banks and NBFCs in India face 
as they begin using AI technologies in a rapidly changing financial market. This 
study will aim to identify gaps in current regulations and how these gaps impact 
compliance and risk management. The goals of this research are diverse: to clarify 
the regulatory atmosphere affecting AI use in finance, examine case studies of insti‑
tutions that faced compliance issues, and suggest practical steps to improve existing 
legal frameworks.

By achieving these goals, the research aims to shed light on how regulatory and 
legal issues can slow down technological progress in finance, which can hinder digi‑
tal transformation efforts. This section is especially important because it builds the 
basic understanding needed to tackle the larger implications of using AI in financial 
services. From an academic standpoint, the findings will add to the ongoing discus‑
sions about fintech innovations and provide important insights into the relationship 
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between technology and regulation, an area that has not been deeply studied or much 
worked upon. From a practical viewpoint, this research is vital for policymakers, 
financial institutions, and stakeholders who aim to deal with the challenges of inte‑
grating AI while ensuring they follow the rules and manage risks tied to technologi‑
cal advancements in banking (Allen et al., 2021, pp. 259–339; Suryono et al., 2020, 
pp. 590–590). Therefore, this chapter aims to clarify how to use AI in India’s banking 
sector in a way that is regulated and ethically responsible, working to strike a balance 
between innovation and governance.

9.2 EVOLUTION OF TECHNOLOGY IN THE FINANCIAL SECTOR

The rise in AI has changed many industries globally, offering new ways to improve 
efficiency and decision‑making. In India’s financial services, banks, and NBFCs are 
starting to use AI technologies to handle operations, evaluate credit risks, personal‑
ize customer service, and fight fraud. Yet, using AI in finance comes with regula‑
tory and legal issues. These problems include concerns over data privacy, the clarity 
of algorithms, and keeping up with changing laws. Such challenges affect not just 
the institutions but also consumers and the financial system overall. This research 
is important due to the increasing role of AI in India’s financial sector, which is 
quickly expanding thanks to technology and digitalization. As banks and NBFCs 
make more use of AI, understanding the regulations surrounding these technologies 
is vital. Recent literature stresses the need for a regulatory framework that can adapt 
to the quickly changing AI landscape, which remains unregulated. Experts highlight 
that while AI offers great possibilities for improving financial services, it might also 
create systemic risks without proper regulation. Key topics from existing research 
include data protection and consumer rights, responsibility in AI decision‑making, 
and the need for current regulatory frameworks that keep pace with technological 
changes. Many studies underline the difficulty regulators have in keeping up with 
the fast pace of AI development. For example, existing laws often do not address the 
specific challenges unique to algorithms and machine learning. Authors point out the 
urgent need for regulators to craft guidelines ensuring transparency and fairness in 
AI‑related decisions, especially in areas like credit scoring and lending. While much 
academic work has been done on the effects of AI in financial services, there are still 
significant gaps, particularly concerning practical regulation implementation.

Few studies have focused on how to put AI governance frameworks into action, 
and there is a strong need to look at specific examples of banks and NBFCs that have 
successfully handled these issues. Additionally, how local regulations interact with 
global best practices is usually not examined, leaving a key area of research for how 
Indian institutions can meet international standards while respecting local differences. 
This literature review aims to explore the regulatory and legal hurdles that AI poses 
in Indian banking and finance by summarizing existing research and identifying key 
areas for future study. By outlining the challenges financial institutions face in adopting 
AI technologies and the related regulatory issues, this examination hopes to provide 
a clearer picture of how different stakeholders can work together in this challenging 
environment. Insights from this review are intended to guide recommendations for pol‑
icymakers, regulators, and financial institutions as they strive for a balanced approach 
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that encourages innovation while protecting consumer rights and financial stability. 
The use of AI in India’s banking and NBFC sectors has created several regulatory 
and legal challenges. AI technologies began making headlines in 2017 for improv‑
ing operational efficiency and customer service. However, this swift adoption revealed 
deficiencies in existing regulations, as highlighted by Dalsaniya et al. (2025), who point 
to inadequate policies for the special needs of AI in finance. In response to rising con‑
cerns about data privacy and the transparency of algorithms, regulatory bodies like 
the Reserve Bank of India (RBI) started to develop guidelines specifically for AI use. 
For example, the RBI published the “Technology Vision for the Financial Sector” in 
2019, which advocated for a strong regulatory base while supporting fintech solutions, 
as noted by Panwar (2024). Due to the lack of necessary resources for quick adop‑
tion of new regulatory demands, NBFCs face significant challenges regarding com‑
pliance. Recently, during the COVID‑19 pandemic, there was a spike in the demand 
for AI‑driven solutions. This prompted India to draft the Data Protection and Digital 
Privacy Bill, primarily intended to regulate the data used by AI to provide personalized 
solutions (Moharrak & Mogaji, 2024; Singh et al., 2024). Critics have argued that the 
bill might hinder innovation through strict compliance measures. In an ever‑evolving 
industry, the pertinent discussion among stakeholders remains the need to balance 
innovation and creativity with proper regulatory measures while preserving consumer 
trust. The inclusion of AI in India’s banking and NBFC sectors holds great promise for 
efficiency and innovation but simultaneously creates regulatory and legal challenges. 
Current regulations were designed with the traditional financial operations in mind, not 
how these rules would apply to AI‑driven methods in the banking sector. For example, 
the authors Dalsaniya et al. (2025) and Panwar (2024) have observed that the use of 
AI in determining loan approvals raises concerns about accountability and transpar‑
ency, particularly when algorithms make automated decisions that impact individual 
creditworthiness. Moreover, concerns regarding data privacy and security are crucial. 
AI technology deployment requires substantial amounts of data, complicating adher‑
ence to laws such as the Information Technology Act and the Personal Data Protection 
Bill, which aim to protect consumer information (Moharrak & Mogaji, 2024; Singh 
et al., 2024). Banks and NBFCs must navigate these challenges to avoid data breaches 
that could lead to considerable liabilities. While AI applications can improve opera‑
tions, they must undergo thorough testing and validation to rigorously comply with 
legal obligations. Therefore, this becomes the very reason of concern for the financial 
institutions. Lastly, continuous updates in AI systems might make the present laws 
and guidelines outdated eventually requiring regulations to be proactive rather than 
reactive. Quantitative studies have frequently focused on empirical data analysis to 
evaluate how AI impacts regulatory compliance in financial operations. For instance, 
some studies analysing banking performance data show a direct link between AI use 
and improved operational efficiency, indicating the need for updated regulations that 
account for these changes (Dalsaniya et al., 2025).

On the other hand, qualitative methods have stressed the need for a regulatory 
approach to protect consumer interests, keeping in mind the stakeholders’ perspectives 
while promoting technological progress (Panwar, 2024). This viewpoint is supported 
by interviews with bank leaders, highlighting concerns over data privacy and the com‑
pliance challenges posed by AI (Moharrak & Mogaji, 2024). Also, mixed‑method 
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research has effectively combined these viewpoints, using both qualitative and quanti‑
tative data to explore how AI affects compliance practices amid regulatory complexi‑
ties (Singh et al., 2024). These approaches reveal the complex relationship between 
innovation and regulation. At a surface level, AI may seem to streamline compliance 
processes, but on a deeper level, it brings new risks that current regulations may not 
sufficiently address. Additionally, regulatory impact assessments have become the pri‑
mary tools for examining how AI integration interacts with legal frameworks that can 
adopt technical changes with flexible regulations without hindering innovation. AI’s 
incorporation in Indian financial institutions highlights a major gap that needs further 
research and policy adjustments to ensure good governance and effective regulation. 
Thus, an overall range of research methods has been applied to study the advent of 
AI in the banking and NBFC sectors in India, raising complex regulatory and legal 
challenges, and calling for a broad theoretical analysis of organizational behaviour. 
The present legal and regulatory frameworks in India create significant obstacles for 
AI adoption, as banks and NBFCs must deal with complicated compliance require‑
ments that often fail to keep up with rapid technological change (Dalsaniya et  al., 
2025). These frameworks can unintentionally inhibit innovation, as institutions may 
focus more on following rules instead of integrating AI capabilities. From a technol‑
ogy acceptance standpoint, the perceived risks of AI—like data privacy, security, and 
potential bias—affect acceptance by both customers and regulators. The apprehen‑
sion about non‑compliance with laws further complicates the AI integration process 
(Moharrak & Mogaji, 2024; Singh et al., 2024). Accountability for AI‑driven decisions 
is also important, as it presents a dilemma within the existing laws, which are not 
equipped to handle modern technologies. Hence, critical theory reflects the gaps in 
regulation and the socio‑economic effects of implementing AI, thereby reducing the 
ability to partake in business with larger companies that can better manage compliance 
expenses. To collate the understanding so far, these theoretical perspectives together 
highlight the urgent need for cohesive policies that will bring a balance between inno‑
vation and regulation to support the safe and just use of AI in finance. Such alignment 
will promote a favourable environment for technological growth while safeguarding 
the interests of all. Integrating AI into the banking and NBFC sectors in India brings 
a host of complex regulatory and legal challenges thoroughly examined in academic 
literature. Key findings show that current regulatory frameworks are insufficient for 
the fast‑evolving AI technology. Many studies stress that existing laws were primarily 
designed for traditional banking functions, revealing considerable gaps in algorithmic 
transparency, data protection, and compliance. The literature consistently suggests that 
AI’s capability to both transform and disrupt financial services overlaps significantly, 
and the thin line between the two needs stringent regulations to enhance efficiency 
and customer experience. The absence of a unified regulatory strategy poses risks that 
could weaken consumer trust and financial stability. This chapter sheds light on the 
regulatory and legal challenges faced by banks and NBFCs in India regarding AI inte‑
gration. The scope of the research includes several issues, such as stakeholder views 
on compliance challenges, regulatory delays, and the consequences of insufficient con‑
sumer protection due to the evolving technology. The findings highlight an immediate 
need for regulatory bodies to adapt and create more specific guidelines and rules to 
keep up with AI innovations while ensuring systemic security and consumer rights.
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The broader implications of this study extend beyond theoretical discourse. As banks 
and NBFCs endeavour to adopt AI, the highlighted challenges indicate a strong need 
for collaboration between financial institutions and regulatory bodies. This collabora‑
tion is crucial for developing frameworks that encourage innovation while managing 
risks. The findings suggest that a proactive regulatory stance, including technological 
knowledge, can create a more supportive environment for financial institutions to take 
advantage of AI, leading to better services for consumers. Such alignment can aid in 
managing AI‑related risks and enhancing India’s competitiveness in the global finan‑
cial services arena. However, notable limitations exist within the current literature.  
A significant gap is the lack of empirical studies examining specific cases of successful 
regulatory adjustments within India. Furthermore, most research focuses primarily on 
theoretical and advocacy perspectives, frequently neglecting the quantifiable effects of 
AI integration on compliance and institutional performance. Future research should 
aim to conduct empirical studies offering data‑driven insights into the practical impacts 
of AI governance in banks and NBFCs. Analysing specific examples of where regula‑
tory frameworks have effectively aligned with technological advancements would also 
enrich this discussion. In conclusion, tackling regulatory and legal challenges regard‑
ing AI implementation in India’s banking and NBFC sectors is crucial for fully real‑
izing the benefits of AI while preserving financial integrity. This literature review lays 
the groundwork for ongoing exploration and dialogue among academics, practitioners, 
and regulators as they work collaboratively in this fast‑changing environment. The call 
for adaptable and well‑informed regulatory frameworks is vital not only for the sus‑
tainability of financial institutions but also for fostering a safe and innovative financial 
system in India (Table 9.1).

TABLE 9.1
Regulatory Challenges for Banks and NBFCs in India with AI Implementation

Year Challenge Description Impact

2020 Lack of Clear Guidelines Absence of 
comprehensive AI 
regulatory frameworks 
leads to operational 
uncertainties.

Increased compliance 
costs and risk of 
penalties.

2021 Data Privacy Regulations Concerns around data 
collection and 
processing as per the 
Personal Data Protection 
Bill.

Potential fines and 
reputational damage.

2022 Insufficient AI 
Competence

Inadequate knowledge 
and skills within 
regulatory bodies to 
oversee AI technologies.

Delayed approvals and 
implementation of AI 
solutions.

2023 Ethical and Bias Issues Challenges in ensuring 
transparency and 
fairness in AI algorithms 
used for credit scoring.

Risk of discrimination 
and loss of consumer 
trust.
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9.3 AI IMPACTS THE FINANCIAL SECTORS

The implementation of AI in India’s banking and NBFC sectors highlights that regu‑
lations and related legal issues require more understanding. As financial institutions 
increasingly use AI, data privacy issues, accountability of algorithms, and unclear regu‑
lations lead to tough compliance problems that are not yet addressed by present research 
(Dalsaniya et al., 2025). This study aims to explore these issues using a mixed‑methods 
approach that incorporates both qualitative and quantitative research methods. The pri‑
mary research question focuses on identifying the specific regulatory challenges that 
banks and NBFCs face in using AI technologies, especially regarding compliance while 
still allowing for innovation (Panwar, 2024). The main objectives are to investigate the 
current legal frameworks, conduct interviews with key individuals in the financial indus‑
try, and assess the impact of regulatory guidelines on AI adoption (Moharrak & Mogaji, 
2024). By comparing the details obtained from interviews and survey data, the research 
will help understand the challenges and opportunities in the space where AI meets regu‑
lation in banking (Singh et al., 2024). This solid framework is important for capturing 
a broad view of the legal landscape, which is needed for both theory development and 
practical use. This approach has its value not only in guiding policymakers and regula‑
tors on the changing role of AI in finance but also in shaping industry practices that sup‑
port responsible AI use while reducing risks. By positioning the study within recognized 
methods such as case studies and empirical research, this approach follows established 
practices in regulatory research (Kumar, 2024). Furthermore, using both qualitative and 
quantitative methods allows for data triangulation, which helps confirm the findings and 
fill in gaps found in previous studies (Md. Molla, 2024). Finally, results from this study 
will contribute to the discussion on changes in regulations by promoting flexible legisla‑
tion that responds to change, hence ensuring consumer safety and financial stability at 
the same time (Goto et al., 2019) (Table 9.2).

TABLE 9.2
Regulatory Challenges Faced by Banks and NBFCs in India Regarding AI 
Implementation

Year Regulatory Challenge Impact on Banks Impact on NBFCs

2020 Lack of clear guidelines 
on AI usage

Operational inefficiencies 
and high compliance 
costs

Limited adoption of AI 
technologies

2021 Data privacy and 
protection regulations

Increased scrutiny on 
customer data usage

Challenges in accessing 
customer data for AI 
models

2022 Complying with 
evolving AI regulations

Need for constant 
monitoring of 
regulations

Difficulty in adapting 
AI strategies to 
regulatory changes

2023 Ethical concerns about 
AI decision‑making

Increased demand for 
transparency in AI 
algorithms

Challenges in 
addressing biases in AI 
models
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The changing scene of financial services in India shows a complicated situation 
where banks and NBFCs are extensively using AI to improve operations and engage 
customers. However, this mix brings up many regulatory and legal challenges that 
must be addressed to ensure the safe and proper use of AI. Important results of this 
study reveal that banks and NBFCs face significant issues in handling fuzzy regula‑
tions, wherein AI‑related technologies are not clearly defined. Three important chal‑
lenges of unclear rules, dealing with data privacy, accountability of algorithms, and 
protection of consumers, affect the widespread adaptation of AI in these organiza‑
tions (Dalsaniya et al., 2025). Many firms are finding it challenging to make their 
AI practices comply with existing financial regulations, increasing uncertainty and 
risks (Panwar, 2024). In prior studies, many of these same issues were discussed, 
where fast‑paced tech change often exceeds regulatory systems developed to control 
such inventions (Moharrak & Mogaji, 2024; Singh et al., 2024). For instance, the 
IMF pointed out that weak risk assessment and management might put banks and 
NBFCs at risk of financial instability. The RBI’s AI regulations have been mentioned 
as positive steps in these findings; however, their application varies between finan‑
cial institutions. The combination of the above results highlights the academic and 
practical need for developing flexible regulatory approaches, which foster innovation 
while maintaining consumer trust and financial stability (Kumar, 2024; Md. Molla, 
2024). It is important, as it emphasizes that policymakers need to create detailed 
regulations that allow the integration of AI while protecting against risks. This could 
help the financial sector in India effectively harness the evolving power of AI (Goto 
et al., 2019; Singla, 2025). Additionally, these findings add to the current literature 
by showing how financial institutions can manage the blend of technology and regu‑
lation, thus setting the stage for future research in this lively area (Hegde, 2024, 
pp. 1380–1388; Banerjee, 2024). It is important to work together across fields, with 
legal experts, tech professionals, and financial regulators, to craft a stronger frame‑
work that fits the changing digital environment (Giuliano et al., 2023, pp. 178–210).

As financial institutions start using AI technologies more, it is evident that the 
rules and laws governing these technologies often do not fit well with the specific 
problems they create. Research has indicated that AI has made operations more effi‑
cient and improved customer interactions. However, compliance with existing rules 
is still complicated and inconsistent, causing significant difficulties for banks and 
NBFCs (Dalsaniya et  al., 2025). It was observed that concerns over data privacy, 
algorithm transparency, and consumer protection might hinder the adoption of AI 
developments by institutions (Panwar, 2024). Previous research also highlighted 
how the existence of clear regulations is crucial in allowing the use of technology 
in finance, indicating that without appropriate guidelines, institutions are at risk of 
operational issues (Moharrak & Mogaji, 2024). Unlike other markets, where rules 
have changed faster to keep pace with digital advancements, India’s regulatory sys‑
tem has been criticized for being slow to change, thus creating a situation that stifles 
innovation (Singh et  al., 2024). This difference has huge theoretical implications, 
thus compelling a rethinking of traditional regulatory methods and a call for rules 
that are flexible and forward‑looking. In practical terms, this study reiterates how 
urgently policymakers and industry leaders, combined with tech developers, should 
work as a team to build a solid regulatory framework that not only reduces low risks 
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but is also friendly to innovations. Building on other countries’ models of regulatory 
sandboxes may be a sensible approach to creating a test phase for AI with solutions 
or fixes for such regulatory issues (Kumar, 2024). In addition, stakeholder engage‑
ment that cuts across different sectors will play a significant role in ensuring fair and 
effective regulation (Md. Molla, 2024). After all, the challenges and insights drawn 
from this research highlight the need to change regulatory frameworks in favour of 
a model of flexibility and adaptability in response to the rapidly evolving world of 
financial technology (Goto et al., 2019). This transformation is critical not only for 
safely deploying AI but also for protecting the consumer and ensuring that the ben‑
efits of AI technologies are available to all (Table 9.3).

9.4  COMPARATIVE ANALYSES OF THE AI 
REGULATORY FRAMEWORKS

The General Data Protection Regulation, California Consumer Privacy Act, 
California Data Protection Act, Personal Information Protection and Electronic 
Documents Act, Financial Industry Regulatory Authority Act, AI Act of the EU, 

TABLE 9.3
Regulatory Challenges Faced by Banks and NBFCs in India Related to AI

Year Challenge Description Regulatory Body Impact

2021 Data Privacy and 
Security

Concerns over 
data protection 
laws and the 
secure handling 
of customer data.

Reserve Bank of 
India (RBI)

Prevention of data 
breaches and fines 
for 
non‑compliance.

2022 Bias in AI 
Algorithms

Risks of 
discrimination 
and bias in AI 
decision‑making 
affecting lending.

Ministry of Finance Legal repercussions 
and loss of 
customer trust.

2023 Lack of Clear 
Guidelines

Uncertainty 
surrounding AI 
usage in financial 
services due to 
insufficient 
regulatory 
frameworks.

Securities and 
Exchange Board 
of India (SEBI)

Hindering 
innovation and 
implementation of 
AI solutions in 
financial services.

2023 Compliance with 
Existing 
Regulations

Struggling to 
comply with 
traditional 
regulatory 
frameworks 
while adopting 
AI.

RBI, SEBI Increased 
compliance costs 
and operational 
challenges.
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and Digital Personal Data Protection (DPDP) Act of India would primarily serve as 
sources for the comparison of these nations. This chapter shall further bring forth the 
differences existing in these laws that may very well be pertinent to bringing about a 
structured change in the Indian regulatory framework. The General Data Protection 
Regulation (GDPR) is among the most vivid data protection laws globally. One of the 
intriguing features of the GDPR is its extraterritorial application, in the sense that 
it applies not only within the EU but also to any entity processing the personal data 
of EU citizens, irrespective of the location of such an entity. The DPDP Act, on the 
other hand, is much narrower legislation that solely concentrates on the processing of 
data within India but also considers cross‑border data transfers in recognition of the 
growing global data flows. Another area of comparison is personal data categoriza‑
tion. The GDPR provides various categories of personal data; among them is sensi‑
tive personal data, which is subject to strict processing conditions. The DPDP Act 
classifies personal data but provides fundamental concepts that may not be as com‑
prehensive as those under the GDPR. Such differences illustrate the varying levels 
of detail between the two frameworks. Discussions are also made on legal grounds 
of data processing. The GDPR categorically provides certain conditions under which 
data processing shall be carried out; these include consent, legal obligations, and 
legitimate interests. The DPDP Act provides for some legitimate reasons for the pro‑
cessing of data.

However, the conditions here might be even lighter for businesses that recognize 
the practical strain these pose in obtaining compliance. Additional grounds for data 
processing are data‑processing legal grounds. The GDPR establishes specific legal 
conditions for the possibility of processing data: consent, obligations or rights of 
the controller, and interests. Legal grounds for data processing exist in the DPDP 
Act, although the conditions may be even more lenient for businesses that acknowl‑
edge the practical strain these pose in obtaining compliance. One of the significant 
findings of the analysis is that while the GDPR provides detailed instructions and 
comprehensive guidelines, the DPDP Act lays down fundamental concepts that aim 
to balance the interests of data subjects with the practical challenges faced by busi‑
nesses. From this observation, it can easily be noted that the GDPR and California’s 
Consumer Privacy Act (CCPA) are substantial statutes aimed at protecting personal 
data and improving rights to privacy. Even though they were implemented with the 
same purpose of protecting individual privacy, there are differences in the scope of 
application, consent requirements, individual rights, enforcement mechanisms, busi‑
ness obligations, and international data transfer regulations between the two.

One of the major differences in the scope of application between GDPR and 
CCPA is that the CCPA has a much narrower scope than the GDPR, as it only applies 
to for‑profit organizations collecting consumers’ personal information, which falls 
under the purview of the CCPA if they possess, access, or maintain California 
state residents’ personal information. On the other hand, the GDPR applies to all 
organizations processing personal data concerning a resident of a Member State 
of the EU. Where an organization is established does not matter. This means that 
non‑EU companies must comply with the GDPR if they handle the personal data of 
EU residents. In contrast, the CCPA specifically targets California businesses with 
revenues above certain thresholds or that process a particular amount of personal 
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data. Geopolitically, the geographically limited nature of the CCPA makes it less 
pervasive, as opposed to the GDPR, which affects larger populations. Another dif‑
ference lies in the stipulations for obtaining consent embedded in each regulation. 
This contrasts sharply with the CCPA, which grants consumers the right to know 
what personal data is being collected about them, the right to delete their data, and 
the right to non‑discrimination for exercising privacy rights. However, the level of 
rights offered under the CCPA is fewer than those under the GDPR, which downsizes 
consumer control over data in California.

Enforcement and penalties for non‑compliance also vary widely between the two 
regulations. The GDPR is enforced by independent supervisory authorities in each 
EU member state, with considerable powers to levy enormous penalties for breaches. 
Non‑compliance with respect to the GDPR can result in fines of up to as much as 
4% of an organization’s global annual turnover, or €20 million, whichever is higher. 
Such a strong enforcement mechanism reflects the seriousness with which the EU 
approaches data protection. In direct contrast, the CCPA is primarily enforced by the 
California Attorney General. While penalties under the CCPA for non‑compliance 
exist, they are less severe than those in GDPR, and fines are typically not more 
than $7,500 per violation. This reflects the difference in the intensity of enforcement 
between these two laws and reveals a difference in the regulatory environments in 
which they operate. The burden of responsibilities on businesses differs between 
the GDPR and the CCPA. Under the GDPR, organizations are mandated to conduct 
data protection impact assessments, appoint data protection officers, and maintain 
precise records of processing activities in strict observance of the rules on account‑
ability and transparency in data handling practices. While the CCPA imposes some 
obligations on businesses regarding data practices and rights granted to consumers, 
it is less comprehensive than the GDPR. This may result in differences in compli‑
ance and data protection accountability for organizations complying with these two 
regulations.

Finally, the requirements differ in how international transfers of data are treated. 
Since data is exported from the EU, the GDPR states that third countries have obliga‑
tions to ensure an adequate level of protection for such data. This condition ensures 
that the data remains safe, irrespective of the countries to which it is being trans‑
ferred. The CCPA does not have regulations for international data transfers, as this 
law focuses on consumer rights in California. However, this presents a problem: the 
CCPA has not placed any precise requirements on cross‑border data transfers, which 
could cause obstacles for global operations of business corporations. A comparative 
analysis of the Indian DPDP Act, CCPA, and the European GDPR reveals several 
key differences in their data protection and privacy approaches.

9.5 DRAWBACKS OF EXISTING LAWS

The advancement of technology has indeed revolutionized the face of the financial 
industry. The numerous opportunities brought along have posed serious challenges 
to the sector. Among the highest impacts of technology on financial services are effi‑
ciency and access. Now, with advancements in online banking, mobile applications, 
and automated services, managing finances can be done by a customer anywhere. 
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This shift improves customer service and the operations of the financial institutions 
by speeding up transactions and lowering the cost of doing business. In this regard, 
access to financial services is therefore made possible for a much wider audience, and 
the finance industry has been democratized. Fintech companies have also accelerated 
innovation in financial products and services. They have brought disruptive technolo‑
gies such as peer‑to‑peer lending platforms, robot‑advisors, and blockchain technol‑
ogy into the industry, which have disrupted traditional banking models. Innovation 
has given consumers more choices, and traditional banks are being compelled to 
change and improve their services to stay ahead of the competition.

The ability to employ technology in the development of products has led to a more 
liquid financial environment where consumers can leverage tailored financial solu‑
tions that address their specific needs. Moreover, where efficiency and innovation 
have been advanced, so too have developments in managing data as well as analytical 
techniques that allow financial institutions greater insight into consumer behaviour 
and preferences. Financial institutions use advanced data analytics tools to offer cus‑
tomized services and effectively tailor their marketing strategies, enhancing cus‑
tomer satisfaction and loyalty (Santhosh, 2023). Based on the data approach, banks 
can predict what their customers will need and act proactively in advance, which 
is a critical feature for the current fast‑paced financial environment. However, with 
technology implemented across the financial sector, the chances of data breaches 
have increased as well. The collection and maintenance of comprehensive, sensitive 
customer information by financial organizations make them an attractive target for 
cybercriminals. This can result in monetary loss, reputational damage, and legal con‑
sequences for banking organizations. The impact of such data breaches is not limited 
to short‑term fiscal consequences; the aftermath may lead to a long‑term erosion of 
trust with customers. People will not want to interact with financial organizations if 
they feel their private information is at risk. Advancement in technology is happen‑
ing too fast, leaving old regulatory structures behind. This is yet another challenge 
financial corporations face. Financial companies have had to endure numerous chal‑
lenges to ensure cybersecurity. The operating cost is generally higher compared to 
other expenses and requires constant updates to their security measures.

This added regulatory burden may be particularly difficult for smaller financial 
institutions, which do not have the capability and resources to build robust cyberse‑
curity infrastructures. Trust among consumers is another critical issue born out of 
the challenges created by technological progress. The potential risk of data breaches 
can damage consumer confidence in financial institutions. These entities, therefore, 
have more reasons to take additional measures to strengthen their cybersecurity. 
Banks and other financial establishments must rebuild and maintain customer confi‑
dence because the ability to attract and retain customers depends on how well their 
confidence is handled in the digital environment. This is one of the significant nega‑
tive impacts of technological advancement: it has exposed financial institutions to 
cyberattacks.

Through this integration, online banking and mobile applications have greatly 
elevated the possibility for customers to access their accounts from anywhere in the 
world to execute a transaction. However, there are significant disadvantages to the 
same. Cyberbullies, thieves, and stalkers are continuously innovating in their lines of 
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attack to leverage these weaknesses in the given systems. Since financial institutions 
collect and retain enormous amounts of sensitive data, including personal identity 
details, account numbers, and transaction histories, they constitute high‑value tar‑
gets for breaches in the cyber world. The effects of a breach may be nothing short 
of disastrous: monetary loss, legal exposure, and even irreparable damage to the 
good name of a bank. Technical progress, in addition, tends to be much faster than 
the pace at which a financial institution can implement adequate security measures. 
This is open warfare in a new way with technologies like AI and machine learn‑
ing because the same tools, while exploited by cybercriminals to develop novel and 
quirky attacks, can also be applied by financial institutions to upgrade their security 
simultaneously. This continuous battle creates an unyielding environment for finan‑
cial institutions to continually invest in security strategies to protect their systems 
and customer information.

The regulatory environment for data security is also changing, but often at a pace 
much slower than the rapid technological upgradation. Financial institutions must 
comply with a wide range of regulations meant to protect consumer data, including 
the GDPR in Europe and the CCPA in the United States. However, rapid techno‑
logical progress makes it difficult for regulators to keep up, hindering their ability 
to inspect and enforce. This regulatory response lag may leave financial institutions 
vulnerable to data breaches since they are not entirely aligned with the latest security 
standards. In addition to the direct financial costs associated with a data breach, there 
are also significant indirect costs. Customers could become wary of all financial 
organizations, leading to an overall decline in the sector’s trust level. Therefore, such 
a lack of trust may block innovation, as customers may fear using innovative tech‑
nology and services that require exposing personal information. The Information 
Technology Act, Banking Regulation Act, and Payment and Settlement Act demon‑
strate various weaknesses in addressing data piracy and breaches within the bank‑
ing sector even though these acts contain provisions that safeguard consumer data. 
Liability in cases of data breaches is given to the corporation under Section 43A of 
the IT Act, but the penalties imposed are abysmally low. Section 72A offers protec‑
tion for personal data; however, it is limited in applicability and lacks clear guide‑
lines. Consequently, measures to protect data and privacy are insufficient. The Act 
also lacks clarity on data localization and international data transfer. The Banking 
Regulation Act, Section 26A, mandates banks to maintain confidentiality but does 
not require data breach notification or customer compensation. Under Section 35A, 
the RBI has the right to issue guidelines on banking operations but does not address 
contemporary cyber threats and data safeguards.

Such data breaches have not only short‑term fiscal consequences but also lead to 
an erosion of customer trust in the long term after the incident has occurred. There 
is no other reason people might not want to interact with financial organizations 
in case they get the feeling that their private information is not safe and secured. 
Developments in technology move too fast compared to the remaining old regulatory 
structures. Financial corporations face this problem again. Financial companies have 
endured many regulations meant to protect consumer data or ensure cybersecurity, 
often operating with the highest expenses compared to other expenses and requiring 
constant changes in their security measures.
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This added regulatory burden might particularly be challenging for smaller finan‑
cial institutions, which lack the capability and resources to build robust cybersecurity 
infrastructures. Trust among consumers is another significant issue born out of the 
challenges created by technological progress. The potential risk of data breaches can 
damage consumer confidence in financial institutions.

The lacunas common to all these acts are a lack of emphasis on data protection 
and privacy, penalties that are insufficient for data breaches and non‑compliance, 
and unclear guidelines for data localization, cross‑border data transfer, and data 
breach notification. Their archaic provisions do not tackle the newest forms of cyber 
threats and technologies, exposing the banking sector to data piracy and breaches. 
Therefore, there is a requirement for comprehensive amendments to the existing leg‑
islation to address these gaps and ensure robust data protection and security in the 
banking sector.

9.6 FINDINGS FROM THE SURVEY

A structured questionnaire was employed to conduct a study to understand awareness 
of the use of AI in the finance sector. The questionnaire was answered by 200 respon‑
dents out, of whom 84 were students from diverse backgrounds, 52 were research 
scholars in the field of law and finance, 40 were working professionals in the field of 
law and banking, and 24 were legal academicians, as outlined in Figure 9.1.

Upon analysing the data from the 200 respondents, it was observed that 136 
respondents had faced payment‑related issues and had immediately approached 

Students
43%

Research Scholars
27%

Working
Professionals

20%

Academicians
10%

Students Research Scholars Working Professionals Academicians

FIGURE 9.1 List of respondents who responded to the questionnaire.
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chatbots to seek resolution for the transaction issue, while 64 respondents had not 
faced such issues while using digital payments. From this data, the authors under‑
stand that transactional issues do occur, but most of them do not receive immediate 
resolution, as banks do not have a robust regulatory framework to mitigate these 
issues (Figure 9.2).

The sample was asked whether they were at least aware of the laws that could 
protect them in case there was a data leak. All the respondents replied that they 
were aware, and in fact, 75% of them specifically mentioned Section 43A of the 
Information Technology Act (Figure 9.3).

Around 50 of the respondents believe that the new DPDP Act would be able to 
better safeguard consumers from data leakage in banks. However, it was pretty sur‑
prising to find that around six respondents, when a follow‑up question was asked to 
understand whether they were aware of how banks store their personal data to pro‑
vide lucrative offers, were in fact surprised to learn that not only do banks store their 
data, but they also sell it (Figures 9.4–9.6).

It can be observed from the responses that a selected few respondents want other 
financial institutions to have their data so that they can receive more lucrative offers. 
Thereafter, the respondents were asked if they knew how to seek redressal in case 
of data leaks. To sum up, it can be observed that people are aware of how to seek 
redressal and are also aware that their data is being stored, but at the same time, the 
common issue they opined was that no matter where they approach the amount of 
money as well as time, they have to spend to receive a resolution is much more than 

Have faced Have not faced

FIGURE 9.2 Respondents who have faced payment issues while using the financial applica‑
tions and sought help from the integrated chatbots, and whether resolutions provided by the 
chatbots were of any help.



114 Artificial Intelligence in Legal Systems

Information Technology is sufficient Amendment to IT Act+ DPDP Act Not aware of applicable laws

FIGURE 9.3 The awareness of the law that regulates privacy concerns arising from the use 
of AI in finance and banking.

 Knowlegde of DPDP Act Only IT Act can provide remedy

FIGURE 9.4 Pie chart showing whether the respondents were aware that banks, fintechs, 
and e‑commerce websites have integrated AI into their respective platforms to provide a 
seamless experience for consumers, which in turn requires a large amount of user data to be 
stored which could lead to data theft or data leaks and whether they were aware of the laws 
under which they could seek remedy.
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Aware of Data Storage Not aware of data storage Want more offers from bank

FIGURE 9.5 Pie chart that shows whether the respondents wanted their data to be stored by 
banks/financial institutions for further offers.

Arbitration Court Consumer Forum Police Complaint

FIGURE 9.6 Pie chart showing which platform would be the feasible redressal mechanism 
for identity theft or data breach.
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the amount in dispute. Hence, the study proposes that a stricter regulatory frame‑
work must be introduced to curtail these issues; otherwise, such cases will remain 
undocumented.

9.7 CONCLUSION

In conclusion, this chapter aims to foster a secure and efficient financial ecosystem 
with strict regulatory framework like that of the European Union. The integration 
of AI technologies has transformed the banking sector and enhanced operational 
efficiency, risk management, and customer service while introducing significant 
challenges related to cybersecurity, data privacy, and ethical considerations. The 
DPDP Act of India seeks to bridge these challenges by establishing a comprehensive 
structure for data protection, even though it is still compared with more established 
regulations that exist in the EU and in the United States—namely, the GDPR and the 
Algorithmic Accountability Act. These regulations provide a significant framework 
to uphold transparency, accountability, and consumer rights in AI applications. The 
AI‑based assessment of creditworthiness is at once a representation of the best that 
such technology can do and an exemplar of the worst it can do. Improving credit 
appraisals, and access thereto, with AI‑based assessment means there is plenty of 
cause for concern. This includes the complex regulatory and legal issues involved in 
using AI technologies with banks and NBFCs in India. An exhaustive analysis has 
found that problems in data privacy, algorithmic bias, and fitting regulatory frame‑
works have hindered the effective use of AI in the financial sector. This study care‑
fully addresses the research problem, revealing how the lack of flexible regulations 
and clear guidelines causes uncertainty and risk for financial entities when they try 
to implement AI solutions. Therefore, it becomes clear that regulatory changes are 
needed to encourage and stimulate innovation in an environment that, at the same 
time, protects consumers and ensures financial stability, thereby guiding the future. 
Two outcomes emerge from this research: on the academic level, they complement 
the increasing body of discourse regarding the connection between technology and 
regulation, pointing in this case to significant gaps in the literature that concern the 
effects of AI in finance. From a practical point of view, results can assist policymak‑
ers, financial organizations, as well as regulatory bodies to review and reform their 
ways and design policies that embrace technological advancements while remain‑
ing well within the norms of ethics and the law (Dalsaniya et al., 2025). Moreover, 
the suggestions made hint towards empirical studies so that one could understand 
the implications of newly implemented frameworks and search for international best 
practices that could be applicable in the Indian scenario (Panwar, 2024). Interaction 
between industry stakeholders and regulatory authorities on the long‑term results 
of AI adoption in the banking sector, becomes increasingly significant as the finan‑
cial landscape changes (Singh et  al., 2024). In conclusion, the need for ongoing 
research, especially regarding the long‑term results of AI adoption in the banking 
sector, becomes increasingly significant as the financial landscape changes (Singh 
et al., 2024). In conclusion, this chapter puts forward the urgent need for adaptive and 
future‑looking regulations that will help banks and NBFCs address the challenges 
associated with AI adoption while protecting the interests of consumers and ensuring 
financial integrity in the evolving financial system of India.
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10 Public Procurement and 
Artificial Intelligence: 
The Case of Albania

Jonaid Myzyri and Valbona Ndrepepaj

10.1 INTRODUCTION

Albania has chosen to revolutionize public procurement law by introducing a new 
artificial intelligence (AI) system to manage and monitor public procurement proce‑
dures. This pioneering move, which sets Albania apart from many other European 
countries, presents a fascinating case for research into the use of AI technologies in 
public procurement.

This chapter deals with these legal changes by aiming to explore the system in 
both technical and legal terms. On the technical side, the type and level of AI tech‑
nology used have been identified. On the legal side, several issues known from the 
relevant literature have been analyzed, such as the legal status of AI as a subject or 
object of the law, and the legal guarantees needed to avoid risks arising from the 
use of AI in this field—particularly regarding the protection of human rights, public 
safety, and accountability.

To carry out this exploration of Albania’s new public procurement system, which 
relies on AI technologies, we used legal research methods involving the collection, 
processing, and analysis of documentation/data, as well as interpretation. Initially, 
we analyzed the new public procurement system, including legal, economic, and 
integrity risks. Secondly, we addressed some concerns, such as guaranteeing the 
legal protection of economic operators against decisions on the announcement of the 
winner made by AI.

Additionally, to identify this new system’s legal and administrative features, we 
considered four indicators: the implementation context, the process phase in which 
the AI application is deployed, the impact of AI on the final decision, and the role of 
humans in reviewing that decision‑making (Diaz, 2023).

10.2 LITERATURE REVIEW

Today, we are in a new wave of AI, as every country, big or small, invests consider‑
able resources in its development to modernize public administration. AI refers to 
an intelligent technological machine that simulates human thinking and behavior. 
In essence, AI involves training an artificial brain to imitate the functions of the 
human brain. It entails collecting, processing, interacting with, and reading data 
from a machine to extract information. AI, as the simulation of human intelligence 
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through technology, was initially used to replicate cognitive abilities associated with 
the human mind and its actions, namely problem‑solving and learning.

However, we must understand that AI technologies can produce excellent results 
in complex tasks. These technologies use computational mechanisms that do not 
resemble the human mind but imitate it. They cannot match higher‑level human 
abilities such as reasoning, conceptual understanding, flexible comprehension, or 
other functions closely related to human intelligence (Krupansky, 2017). Currently, 
we have two types of AI: machine learning (ML) and logical rules with knowledge 
representation.

There are different discussions in the literature regarding AI. For example, 
Weizenhaum argues that computers should not make legal decisions, much less 
judicial ones, since such decisions cannot be supported by any model learned from 
rules extracted from continuous data (Weizenhaum, 1976). Berman and Hafner 
believe there is strong potential for use if such an “expert” system functions as an 
algorithmic tool to organize and present the facts of a relevant issue in support of 
human decision‑makers. At the same time, the issue of the status and role of AI is 
directly related to the lack of AI regulation at the international level. In this regard, 
we agree with the opinion of many researchers on the need to improve the legal 
regulation of AI.

So, using AI in public procurement is a promising and relatively new phenomenon 
(Broadhurst, Brown, Maxim, Trivedi, & Wang, 2019). In this field, AI uses technolo‑
gies that apply algorithms to extensive data sets (Khuan & Swee, 2018) or other types 
of software to enhance the daily work of public procurement agencies and review 
bodies. The potential benefits are significant, from improved decision‑making pro‑
cesses to more efficient contract management (Yu, Liu, Yang, & Lan, 2020). Through 
the analysis of procurement data, a decision can be made on the definition of tech‑
nical specifications (Broadhurst, Brown, Maxim, Trivedi, & Wang, 2019), supplier 
sourcing, request for quotation, purchase order issues, payment, and contract man‑
agement, revealing the time and place of committing a future criminal act in pro‑
curement, especially at the stage of publication of the notice, such as corruption or 
fraud (red flags) (Modrušan & Rabuzin, 2019). Through the use of this data—which 
should be numerous in quantity and quality—collected by public procurement bod‑
ies such as the Public Procurement Commission of Albania, various AI technologies 
can be used to build models that predict the behavior of procurement actors or to 
create expert system in this field, such as e‑procurement, e‑advertising, e‑invoicing, 
e‑payment, e‑complaints, etc. This leads to what Bartolini calls cognitive procure‑
ment, which is the application of cognitive computer systems by combining several 
technologies, such as neural networks and ML, to collect, process, and analyze large 
amounts of data to make quick, transparent, and efficient decisions in public pro‑
curement. It is easy to understand that AI, as the simulation of human intelligence 
in machines programmed to think and act like humans (Agarwal, Sharma, Sharma, 
Uniyal, & Yadav, 2013), can also play a vital role in this area of law.

But the literature also shows the risks of using AI in public procurement, such 
as violations of privacy, security, the environment, social justice, and human rights. 
Some authors, such as Jobin, Ienca, and Vayena, also discuss other risks, such as 
unemployment (Awuorc & Nagittaa, 2022), misuse, loss of human responsibility, 
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and lack of impartiality. For this, Scheltema emphasizes that AI developers must 
eliminate these unnecessary risks and avoid violating human rights. Therefore, for 
the successful use of AI in procurement, two conditions are required:

 1. Deep knowledge of the operation and principles of human‑centered AI 
(HCAI).

 2. Better interaction between AI developers and the public procurer.

Indeed, a study conducted with some public procurers revealed that they recognize 
the importance of using AI in principle. Still, they are concerned about the lack of 
legal regulation of AI, the lack of skills and knowledge in AI, and communication 
within AI‑based public procurement teams, including procurement leaders, AI pro‑
fessionals, and economic operators.

The literature also suggests that the state must first take care of the well‑being of 
its citizens—meeting their needs, security, privacy, and rights—so the use of AI in 
the proper functioning of a state system or public procurement system should first 
consider that. Secondly, the effectiveness depends on the context: the stage of public 
procurement in which AI is used, the role of AI in making the final decision, and the 
role of humans in that decision (Diaz, 2023).

On the other hand, the literature emphasizes that the impact of the use of AI will 
be the creation of a new profile of public procurer, and this will result in abundant 
information, increased productivity, cost reduction and savings, a more efficient sys‑
tem of risk management, changes in the behavior of the parties, improved quality, and 
enhanced safety (Simionescu, 2016). However, for this impact to materialize, public 
procurement must be seen as a social system rather than a technical one. Likewise, 
the challenges of this type of system should also be recognized, such as the lack 
of enabling data ecosystems, inadequate availability of AI expertise, workforce, and 
skilling opportunities, high resource costs, limited awareness for adopting AI in busi‑
ness processes, and unclear privacy, security, and ethical regulations (Jain, 2023).

Today, AI, in many countries around the world, is part of daily public procure‑
ment operations. For this reason, the European Parliament, after several efforts, has 
approved a regulatory framework for AI (Articles 33, 40, 41, and 42). The relevant 
EU structures should evaluate and promote the use of best practices in public pro‑
curement procedures, including AI technologies (Article 62).

E‑procurement and AI are among the most important recent technological 
advances. If properly implemented—with a sound reform agenda, recognition of the 
country’s context, and a legislative and regulatory framework—they can create a 
transparent, efficient system, etc. (Gadour, 2024). This emphasis on the importance 
of a sound reform agenda should make the audience feel optimistic about the future 
of public procurement.

In conclusion, we can say that by respecting ethics and human rights, and by 
increasing the sensitivity of AI developers to privacy, accountability, security, trans‑
parency, justice and non‑discrimination, human control of technology, professional 
responsibility, and the promotion of human values, there are great possibilities for 
the use of AI in public procurement (Shneiderman, 2020) and its sustainable develop‑
ment (Dimitri & Naudé, 2021).



121Public Procurement and AI: The Case of Albania

10.3  SIMILAR INTERNATIONAL PROJECTS IMPLEMENTING 
AI IN THE FIELD OF PUBLIC PROCUREMENT

Before starting the reform in the field of public procurement in Albania, the govern‑
ment of Albania studied similar international cases in this field to understand how 
this reform would impact the future of public procurement in Albania. There were 
104 cases studied from all over the world, but 21 of them involved elements of AI, 
ML, blockchain, 3D printing, drones, and Robotic Process Automation (RPA) in 
procurement.

The project Buy Smarter in the USA was an attempt to use AI and ML in the field 
of procurement.

Department of Purchases and Strategic Support of the City Council of El Pasos 
(PSS) in the USA has undertaken a project focusing on AI and ML to improve com‑
munication and service to potential sellers. The project was realized through the 
integration of a chatbot solution called “Ask Laura” on their website.

ProZorro in Ukraine has implemented reforms in the procurement system, intro‑
ducing electronic procurement through a platform called ProZorro. Beyond the 
digitization of the procurement process and the introduction of the electronic auc‑
tion as the default tender type for all major procurements in all government entities, 
ProZorro and the legislative reform based on it introduced much greater transparency 
by adopting the Open Contract Data Standard (OCDS) as a publication standard and 
ensuring that information was available for small procurements (below the thresh‑
old), which had previously been unrecorded.

Procurement of New South Wales (NSW) in Australia has faced a major chal‑
lenge: manually categorizing 2  million procurement transactions each quarter 
according to the NSW Government Procurement Taxonomy. This task required 
a lot of time and human resources. To address this challenge, the organization 
developed an AI tool called “CAITY,” which automates the categorization of 
this data. The solution was developed using Python‑based AI tools, provided on 
Microsoft Azure.

YPO (Your Procurement Organization) is an organization that provides frame‑
work contracts to its clients, who are public sector purchasers in the United 
Kingdom. Although it offers framework contracts, YPO clients have had trouble 
navigating the organization’s website and identifying framework contracts that 
match their needs. To address this issue, YPO has integrated a chatbot solution 
on their website called the Procurement Information Provider (PIP). This chatbot 
can interpret users’ written questions and direct them to the relevant parts of the 
YPO website, making it easier for customers to find and identify the framework 
contracts that interest them.

Hansel Oy, an organization in Finland, has aimed to improve the transparency of 
state spending by uploading e‑invoicing data from the state’s e‑invoicing system to 
an open data portal called Explore State Expenditure. However, one challenge was 
that e‑invoicing data was not categorized according to any procurement taxonomy, 
making it difficult to search and analyze. To address this problem, Hansel Oy piloted 
a ML solution that would categorize billing data according to the United Nations 
Standard Product and Service Code (UNSPSC). This solution was developed using 
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tools from Azure ML. It integrated with the organization’s Business Intelligence 
software, allowing users to manually classify data to train the algorithm.

Korean Public Procurement Service (PPS) provides an annual forecast of demand 
for goods by government bodies in South Korea. To do this, they use data from the 
Product Management System to analyze previous purchases in the public administra‑
tion. However, this forecast has been inaccurate in recent years, causing unnecessary 
expense to the government. To improve this situation, Public Procurement Service 
(PPS) has implemented a pilot project. In this project, they used a deep learning 
(AI) solution to predict the government’s annual demand for products. This AI solu‑
tion was developed with the help of an external IT consultancy and uses data from 
the Product Management System. Data analysis was based on product purchases, 
changes in product use, and purchase plans by government agencies.

The Federal Ministry of Economy in Brazil has implemented a project to improve 
the price research process before the start of procurement procedures. Brazilian 
law requires price research to be carried out as a preparatory task before starting 
a procurement procedure. The traditional method, which involved getting cost esti‑
mates from three different suppliers, was time‑consuming and inflated the estimated 
prices. To improve this process, the Ministry of Economy developed a price panel 
that provided visibility on historical prices paid. Users of this dashboard could search 
and filter data by many criteria, including material name, commodity code, and ser‑
vices and material description. The price panel is based on a Business Intelligence 
application, which was developed using Qlik Sense. This application allows data to 
be cross‑referenced and standardized from several different sources, including the 
Integrated Management System of General Services (SIASG) and the public pro‑
curement market.

The Department of Mobility and Public Works in Belgium needed a tool that 
would provide visibility and the ability to analyze historical prices of goods and ser‑
vices. To address this shortcoming, they developed the MEDIAAN platform, which 
provides a searchable database of historical prices, along with a variety of applica‑
tions for engineering and cost analysis. The primary source of data for MEDIAAN 
is the department’s eDelta contract management system, with data on contracts dat‑
ing back to 2001. This database is supplemented with data from other sources. The 
data is stored in an Oracle database, while the interface and other applications are 
built in Oracle Application Express. The platform includes a price review applica‑
tion, semi‑automatic price estimation, and calculation of unit and hourly rates. The 
MEDIAAN development project started in 2009 and was formalized in 2013.

The Ministry of Public Administration in Slovenia has developed a data stor‑
age and business intelligence system, which will be offered as a horizontal ser‑
vice in the Government Cloud by 2022. This platform aims to promote data‑driven 
decision‑making in public administration and improve transparency in public 
procurement.

Open Contract Data Standard (OCDS) in Belarus, to address problems with the 
analysis and use of public procurement data, a solution was developed that includes 
the standardization of data from existing public procurement platforms and the cre‑
ation of a single database. This platform is called the “Open Contract Data Standard 
(OCDS)” and was supported by the EBRD.
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The city of Bilbao in Spain has launched a tender to find a company that would 
develop a digital platform based on blockchain technology for use in public services. 
The goal of this project is to facilitate the exchange of data between public institu‑
tions using blockchain technology and smart contracts.

Yeongdeungpo‑gu, Council Office in South Korea, has developed a digital tender‑
ing platform coupled with a blockchain system. This project was created to improve 
the transparency and reliability of the tendering process for public contracts.

The Ministry of Internal Affairs and Communications in Japan has developed a 
project aimed at evaluating the use of blockchain technology to improve the security 
and auditability of public procurement processes, as well as to increase the avail‑
ability and reuse of data.

IT agency Digipolis in Antwerp, Belgium, has developed an application based 
on blockchain technology in collaboration with their partner, BallistiX, to allow the 
publication and presentation of quotation requests in public procurement processes. 
The use of blockchain technology aims to ensure reliability at every stage of the pro‑
curement process, as its data will be recorded in a transparent manner.

The Department of Health and Human Services (HHS) in the USA has developed 
a project called “HHS Accelerate” to improve procurement processes and contract 
management through the use of blockchain technology.

The US General Services Administration (GSA), through the Federal 
Acquisition Service (FAS), provides procurement services to public organiza‑
tions in the USA. They conclude central contracts, which allow public orga‑
nizations to purchase a wide range of products and services. Vendors apply 
for hourly contracts, and the information they submit is extensive and must be 
processed manually.

The project Consip in Italy aims to better understand what is happening on the 
Consip platform and catalog. It observes user behavior and uses these observations to 
make recommendations for training, improvements to the catalog, proposals for new 
ways to interact, and to identify collusion, etc.

With KONEPS in South Korea, there has been a significant improvement in the 
transparency of public procurement administration since the early 2000s through the 
implementation of a national e‑procurement system.

Deutsche project Bahn for 3D printing in Germany started as an effort to tackle 
challenges related to waiting times, spare part replacement, and price negotiations. 
This innovation was initiated in October 2015. Starting without a complete infra‑
structure and sufficient knowledge, they created the Mobility goes Additive network 
in September 2016, which aimed to bring together all aspects of the value of 3D 
printing and accelerate collaboration in this field.

E‑procurement systems, excluding the ProZorro system built in Ukraine, were 
mainly developed during the years 2002–2004, as well as in 2017 and the years fol‑
lowing. This study examined more than 104 cases of projects implementing AI, ML, 
robotic processes, drone technology, and 3D printing.

However, the Albanian project is more ambitious than all other projects imple‑
mented so far, as it includes several elements with advanced technology. Additionally, 
there is the possibility for the system to interact with the Air Albania 1 and 2 satel‑
lites in relation to projects in the field of infrastructure.
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10.4  PUBLIC PROCUREMENT AND ARTIFICIAL 
INTELLIGENCE: THE CASE OF ALBANIA

Albania, a pioneer in the field, implemented the electronic procurement system in 
2009. While not a fully electronic procurement system, this system allows economic 
operators to electronically submit documents and offers in procurement procedures 
and receive appropriate evaluations from contracting authorities. The approval of 
three laws on public procurement—from the fall of the communist regime until 
today—and over 15 amendments to these laws culminated in the approval of Law 
No. 16/2024. This law amended 54 articles of the current public procurement law, 
Law No. 162/2020 “On public procurement,” as amended.

The amendments to the law provide for the creation of a standardized electronic 
system of public procurement, which will be used to carry out public procurement 
procedures, concessions, public‑private partnerships, procurements in the field of 
defense and security, and public auctions, according to the provisions in this law and 
in other special laws, which interacts with other systems (Law No. 162/2020 “On 
public procurement,” as amended, Article 4). This fact makes the Albanian case 
even more interesting, as it aims to establish a complex system that digitizes all pub‑
lic procedures for obtaining goods, works, and services. With a closed cycle on an 
electronic platform, this system aims to assist economic operators and contracting 
authorities at all stages of the public procurement procedure.

The development of the new system will highlight the need for interaction with 
many other systems. According to public information available as of September 2024, 
published on the official website of the National Agency for Society Information 
(hereinafter NAIS), there are 1,245 electronic services offered on the E‑Albania por‑
tal and 63 state electronic systems that interact with the Government Interaction 
Platform. In other words, this gives Albania a technological advantage in quickly 
implementing the new public procurement system. Additionally, this results in AI 
operating within a closed circuit (closed AI). Ultimately, the ML process will be 
carried out within a closed data circuit, ensuring the quality and security of the data.

The public procurement system in Albania can be built based on AI technology 
in three phases:

 1. The preparatory phase of public procurement procedures
 a. Drafting of technical specifications
 b. Calculation of procurement value (limit fund)
 c. Preparation of tender documents
 2. The phase of development of public procurement procedures
 a. Submission of offers
 b. Evaluation of offers
 c. Submission and review of complaints
 3. Monitoring and management of public contracts
 a. The risks of the AI system

The development of such a complex system certainly presents several risks, three of 
which are essential:
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 1. The risk of data integrity and security
 2. The risk of interference by third‑party systems with the electronic procure‑

ment system
 3. The risk during the system’s learning process.

As for the security risk and data integrity, this is the first risk when digital systems 
are implemented. Albania has over 63 systems that interact within a governmental 
platform of interaction, and these systems have been subjected to a strict process of 
registering their databases as national databases. A special law regulates the basis 
of state data in Albania. Therefore, the security and integrity of these systems are 
guaranteed. The connection of these systems with the new electronic procurement 
system may present risks that, if not appropriately managed, could compromise the 
integrity and security of the data. One way to mitigate this risk is by implementing 
blockchain technology, which increases the system’s security level to the highest 
standards applied today. Although this technology is expensive, it is crucial for the 
success of this complex system.

Another risk in the process of operating the system and applying AI is the use of 
third‑party systems with the public procurement system. As explained above, the 
primary data source that the system will process comes from third‑party systems, 
so we have an AI based on closed data. Thus, the success or failure of these systems 
will also depend on the quality of the data received from the third‑party systems, 
the level at which they are ready to communicate with the new public procurement 
system and their interaction.

As sensitive as the security of the data is, so is the process of ML and system 
training by the appropriate experts—the individuals whose life decisions are sup‑
ported by the public procurement law. This is also a critical moment. Of course, 
the system must be built with more advanced technology, and the machine will be 
included in the self‑learning and error correction process. Still, the foundation is the 
proper learning of the machine, and here is the only human element that can be set. 
The essence of these phases is the involvement of procurement experts at both the 
national and international levels, as well as researchers and developers of AI pro‑
grams. Their involvement will mitigate risks and ensure the system’s efficiency and 
effectiveness, leading to a successful implementation of the electronic procurement 
system.

10.4.1  legAl protection of economic operAtorS 
AgAinSt Ai deciSion‑mAking

The debate on protecting subjects’ rights subject to judgment by AI is not a debate 
that has only arisen in Albania. As we analyzed above, it is worth underlining the 
nature of AI decision‑making concerning public procurement law, which can be 
grouped into two main categories. In the first group, the suggestive decision‑making 
of AI takes part. This decision‑making has a broad scope in public procurement law, 
such as in the case of drafting technical specifications, estimating the limit fund, 
drafting tender documents, and during contract monitoring and management. In 
these models, we have joint decision‑making.
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In the second group, the final decision‑making of AI is included, especially 
in the process of evaluating offers. In one of these phases, AI plays a vital role in 
decision‑making for an economic operator’s final qualification or disqualification. 
In this way, AI is given the full role of the evaluation committee, in the case of auto‑
matic evaluation in the dynamic purchasing system, and in the procurement official’s 
involvement in other procedures based on Article 82, point 9 of the Law on Public 
Procurement, where, for local economic operators, the electronic procurement sys‑
tem automatically verifies, through interaction with other systems, the fulfillment of 
mandatory disqualification conditions and specific qualification criteria, to the extent 
applicable.

Even though the legislator has provided for a significant role of AI in the adminis‑
trative review system, the public procurement law remains unchanged in its approach 
to final administrative control of decision‑making in public procurement procedures, 
as the right to appeal continues to be enshrined in law.

Article 109 of the law provides that: “any economic operator who has or had a 
legal interest in a procurement procedure according to the PP law and when he is 
damaged or is at risk of being damaged by the actions or inactions of the contract‑
ing authority or entity, for which he claims that they violate the law, has the right to 
complain to the contracting authority or entity and the PPC.”

So, the active legitimacy of putting the procurement review body under 
review is based on the damage or the risk of damage to the legal interests of 
economic operators from the decision of the contracting authority. But how will 
the damage to the legal interests of economic operators from the decision of AI 
be handled?

Of course, legal doctrine has not yet provided an answer, nor has the European 
Court of Justice. However, according to Article 21 of the law, the contracting author‑
ity is responsible for procurement according to the law. A proactive approach is also 
the designation of the decision‑making of AI as the decision‑making of the contract‑
ing authority itself, where, in this case, the procurement officials are not humans but 
machines—preparing us for the future of AI in public procurement.

The fact remains consistent in supporting Article 24, point 1 of the law. The PPC 
remains the highest administrative body in the field of procurement, which examines 
complaints about procurement procedures and performs any other duties assigned to 
it by this law and other legal acts within the field of its powers. This reiteration of the 
Commission’s role should instill confidence in the audience about the oversight of 
procurement procedures, providing a sense of assurance.

10.5 CONCLUSIONS

AI is an irreversible reality that will affect the facilitation of many processes in our 
lives. Public procurement cannot be an exception. Although a small country, Albania 
has shown for several years that it can be the first in the region and, more broadly, 
in developing innovative initiatives. In 2009, Albania became the first country in 
the world to mandate the development of procurement procedures in electronic sys‑
tems, but 15 years later, the ambition is even greater: the creation of a fully electronic 
procurement system based on AI, where many procurers will be replaced from the 
preparation phase to the evaluation and monitoring of public contracts. If this level 
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is reached, can we say that AI will also pass the Turing test? It will be a complete 
revolution in developing procurement procedures and the nature of doing business.

The three main risks posed by the development of the procurement system 
based on AI will be (a) data integrity and security, (b) the risk of interference from 
third‑party systems with the electronic procurement system, and (c) the risk during 
the learning process of the system.

The development of a procurement system based on AI will also directly influence 
the evolution of legal terms, establishing as a subject of law the official authority of 
AI, whose decision‑making remains under final human control.

Although AI will replace procurement officials, the public procurement law 
remains unchanged in its approach to the final administrative control of deci‑
sion‑making for public procurement procedures, as the right to appeal continues to 
be enshrined in law.

The application of such a level of AI can have a tremendous social and economic 
impact, starting with the increase in competition in public procurements, the reduc‑
tion of risks to the integrity of procurement procedures—including those of corrup‑
tion or conflict of interest—the increase of efficiency, effectiveness, and proper use of 
public funds, the acceleration of the delivery of works, goods, and services, and the 
enhancement of public confidence in public procurement procedures.

Reforming the public procurement system supported by AI is not simply a matter 
of technological development. The biggest challenge is not technology, but changing 
mindsets and the status quo. No one should be afraid of the development of procure‑
ment systems based on AI. The latter is neither more nor less than a tool to help people.
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Blockchain Technology 
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11.1 INTRODUCTION TO BLOCKCHAIN TECHNOLOGY

The use of Artificial Intelligence (AI) in legal systems can be regarded as a new 
paradigm in legal processes, especially in terms of blockchain. This chapter focuses 
on how AI and blockchain intersect, particularly on how both technologies can alter 
and improve legal provisions and services to promote access to justice and rectify 
existing flaws within the legal system. Zekos (2021) presented AI as an essential 
part of business that has also made its way into the legal profession. It can perform 
tasks such as legal research and analysis, contract review, and predictive analytics to 
boost efficiency. Machine learning applications can process a vast amounts of legal 
information in a short period, providing attorneys with knowledge that was previ‑
ously unavailable to them. For instance, using big data, it is possible to predict case 
outcomes based on previous similar cases, which helps lawyers determine the right 
strategies to use in the courtroom. Furthermore, with AI, online dispute resolution 
mechanisms are being adopted to help avoid litigation, which can be time‑consuming  
and expensive. With the help of AI, routine tasks are handled, allowing legal profes‑
sionals to spend more time on complex matters and thereby improve the productiv‑
ity of legal services. While this shift is advantageous for legal practitioners, it also 
assists those seeking justice, as AI can act as a mediator for individuals who cannot 
afford legal assistance.

Blockchain technology is increasingly being considered a relevant phenomenon 
in the legal profession today because of its power to address some of the most recur‑
rent and critical problems in the field, especially in terms of process transparency. 
The decentralized nature of blockchain leads to secure, tamper‑proof records, which 
can enhance the management of legal papers and agreements. For example, smart 
contracts are self‑executing contracts that embed commands directly into the block‑
chain, so they do not require the involvement of third‑party service providers and 
eliminate human error. Such advantages are underlined by recent case studies. For 
instance, judicial enforcement officers have had to deal with the use of cryptocur‑
rency assets during the debt recovery process because digital wallets are shielded 
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by cryptographic technologies. This scenario highlights the fact that existing law, 
if it fails to take note of emerging technologies, requires additional legal structures 
capable of offering enforceable mechanisms. Also, Estonia illustrates how block‑
chain technology can alter the execution of business processes and identification by 
offering government services via e‑residency. Currently, legal environments globally 
face new challenges in regulating content and digital assets; blockchain provides 
solutions to address these challenges in legal practices and contributes to the overall 
effectiveness, security, and transparency of legal operations. Ongoing adoption may 
be viewed as heralding a new era and work environment for legal professionals and 
their clients.

11.1.1 blockchAin technology: A new pArAdigm

Blockchain, being relatively decentralized and allowing hardly any alterations, may 
positively impact legal processes. Using an unhackable distributed ledger, blockchain 
maintains transparency and greater accountability in legal transactions. According 
to Tan (2022), blockchain‑based smart contracts—automated contractual relation‑
ships in which the terms of the agreement are coded into the program—represent this 
potential. They direct enforcement and execution, essentially eliminating the mid‑
dleman as well as reducing the possibility of contract‑related disputes due to misin‑
terpretations. The integration of AI and blockchain can thus complement each other 
in improving the legal platform. For instance, AI can easily decode the data behind 
transactions made via blockchain channels to help develop patterns and trends for 
refining legal research and enhancing the consistency of monitoring.

11.1.2 ethicAl chAllengeS

However, there are several ethical and pragmatic issues in combining AI and block‑
chain in legal frameworks. A core issue is that AI has a potentially prejudiced nature; 
by discriminating, it may reinforce existing disparities in the legal field. According 
to Dimitropoulos (2020), these systems can become biased if they are developed 
with historical data that is itself biased. Therefore, there is a need to enforce strict 
monitoring of AI systems and constantly check their fairness. Furthermore, the rea‑
soning behind AI decision‑making is largely unclear, which poses essential questions 
regarding accountability and transparency. This will require extensive cooperation 
between the legal community and technologists to design solutions that allow the 
outputs of AI systems to be scrutinized and reviewed.

11.1.3  blockchAin technology enhAnce the Security 
of Ai‑driven legAl SyStemS

In the same way, the integration of blockchain technology into AI‑driven legal sys‑
tems can greatly improve security by taking advantage of its decentralized, immu‑
table, and transparent features. In addition to reinforcing data quality, this integration 
of Technology and Enhance systems with legal processes also helps build trust and 
accountability.
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 a. Enhanced Data Integrity and Security: Another benefit often associated 
with the use of blockchain technology is the transparency of various trans‑
actions through the recording of those transactions in blocks that cannot 
be easily altered. In the legal AI context, this implies that any information 
input into the system—cases, evidence, or documents—cannot be modi‑
fied once entered. This characteristic is extremely important, as it ensures 
that the data collected remains the same as when it was initially recorded. 
With blockchain, legal professionals will be able to work with data that has 
already passed through a validation process and cannot be altered, thereby 
minimizing the chances of fraud and mistakes in the legal process.

 b. Decentralization and Reduced Intermediaries: The regular blockchain 
functions in a decentralized environment, which implies that no single 
entity can monopolize the blockchain. This decentralization can be seen 
as a strength in the sense that there will be no place where all the secu‑
rity measures are concentrated. Some legal middlemen play the role of 
checking the evidential value of documents in legal systems, such as notary 
public or registrars. Blockchain removes these intermediaries because enti‑
ties have the opportunity to transact directly with an authoritative system. 
Smart contracts, which are digital contracts whose conditions are coded 
directly into the source code, do not require interaction with third par‑
ties to enforce and check compliance, making processes more efficient and 
minimizing fraud.

 c. Improved Transparency and Auditability: One of the effective features 
of blockchain systems is the actual availability of data on the progress of 
a legal process to all participants. Florescu (2024) reported advantages in 
the application of AI in legal environments because the decisions made by 
AI can be stored on the blockchain. Due to independent documentation 
practices, the decision‑making processes in AI systems can be audited by 
stakeholders in line with the legal framework and ethical norms. It also 
enables the elimination of bias in AI algorithms since all the data used in 
the formulation of the algorithms, as well as the decision‑making processes 
involved, are transparent.

 d. Enhanced Anomaly Detection and Predictive Analytics: The integration 
of AI with blockchain also has the potential to enhance security via more 
sophisticated means of anomaly detection and predictive modeling. Ramos 
and Ellul (2024) show that some blockchain data features can be analyzed 
by AI algorithms to uncover anomalous activities suggesting malicious 
attacks or fraud. For example, if a smart contract starts performing trans‑
actions that are not conventional, AI can report such conduct for further 
scrutiny. This means that there are fewer risks as legal systems can address 
potential threats promptly.

 e. Data Privacy and Control: It is revealed that blockchain technology can 
advance proficiency in data privacy within AI‑driven legal frameworks 
by enabling individuals to retain authority over their data. According to 
blockchain technology, the data owner has control over how and to whom 
the data is released. This capability is very important in legal areas, which 
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involve a lot of significant data. In addition, the implementation of encryp‑
tion types in blocks helps protect data against leakage or losses since no one 
can access the data without prior permission.

11.1.4 globAl perSpectiveS on blockchAin And Ai regulAtion

Blockchain and AI are new technologies the use of which is actively regulated by 
states, and every country implements quite different measures to steer these oppor‑
tunities and manage potential threats.

• United States: In the USA, the regulatory framework is decentralized, 
with agencies overseeing and regulating blockchain and AI in their respec‑
tive ways. While the Securities and Exchange Commission (SEC) con‑
centrates on securities‑associated blockchain models, the Federal Trade 
Commission (FTC) covers consumer matters related to AI. A hot‑point 
issue in the industry is the differentiation between cryptocurrencies and 
tokens, discussions of which shape existing regulations and business con‑
formities. The focus is placed on stimulating creativity, with concerns 
about appropriateness concerns regarding the consumers and the rest of 
the market.

• European Union: The EU has been rather active with its ongoing proposal 
of the Artificial Intelligence Act, which will address the high‑risk use of AI 
through heavy obligations for compliance. Also, the EU’s Digital Services 
Act and Digital Markets Act would help make the online environment 
more secure by increasing responsibility for digital businesses. Speaking of 
blockchain, the EU is developing legislation that would govern assets and 
help the market embrace new technologies, creating more transparency and 
security in financial services.

• India: Responsible regulation remains a critically important theme in 
India, especially in banking, financial services, and insurance (BFSI). The 
Reserve Bank of India (RBI) has recently issued guidelines encouraging its 
adoption to increase transparency in operations related to asset management 
and compliance checking. As seen in the Payments Vision 2025, there is a 
strong focus on implementing AI and blockchain as part of stronger digital 
payment systems and improved cybersecurity. However, issues such as data 
localization remain, making compliance relatively challenging for these 
firms, especially when operating in India.

• China: China has assumed a more centralized model for the advancement 
of both AI and blockchain technologies. The country has adopted the New 
Infrastructure Policy to implement blockchain and integrate it into finance, 
supply chains, and public services. On the other hand, AI regulation aims 
to ensure that AI systems in use serve the country’s best interests and are 
safe and ethical to use. China has a detailed set of rules governing techno‑
logical advancement that seeks to keep such processes under state control; 
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notwithstanding, that innovative development is encouraged and guided to 
meet governmental aspirations.

11.2 APPLICATIONS OF BLOCKCHAIN IN LEGAL SYSTEMS

Blockchain technology presents innovative opportunities within legal frameworks, 
upending conventional approaches to speed, protection, and openness. Figure 11.1 
shows applications of blockchain in legal systems.

 a. Smart Contracts: These smart contracts execute the legal terms of the 
contracts when pre‑established conditions are met. Smart contracts remove 
intermediaries; thus, they are faster and cheaper than traditional contracts 
and help ensure compliance and minimize disputes.

 b. Blockchain: An immutable online database that contains numerous transac‑
tions in sections known as blocks linked sequentially for greater efficiency 
and safety. Each block hosts a list of transactions and is termed a block 
because it can only be related to the subsequent block using cryptography to 
change records.

 c. Block: A block on a blockchain containing information about individ‑
ual transactions. Each block is added successively in a chronological 
fashion.
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FIGURE 11.1 Applications of blockchain in legal systems.
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 d. Node: Any electronic platform that is involved in a blockchain network and 
has a copy of all the transactions that take place in the network.

 e. Consensus Mechanism: This refers to how nodes in a blockchain network 
come to a consensus about the authenticity of transactions. These are Proof 
of Work (POW) and Proof of Stake (POS).

 f. Immutability: The feature of the blockchain that guarantees once informa‑
tion is stored in the system, it cannot be tampered with. As with the previous 
feature, this increases confidence in the optimality of the data.

 g. Distributed Ledger: A database on a distributed system where updates in 
one node are immediately copied or relayed electronically to other nodes, 
where they are also received by the other participants.

 h. Cryptographic Hash: An example of a string transformation function that 
takes as input as many characterizing features as necessary to transform the 
input data into a string of characters with a fixed length, which is different 
for different inputs. Since retrieving the actual data from a hash is almost 
impossible, this ensures data integrity is upheld.

 i. Permissioned vs. Permissionless Blockchain: A permissioned blockchain 
only allows some parties to be involved, while a permissionless blockchain 
is available to anybody who wishes to be involved.

 j. Land Registry: By creating a record that cannot be easily altered, block‑
chain can help make land registration more efficient. This is especially help‑
ful in areas that have no or poorly defined property rights, as it aids in 
increasing transparency and decreasing fraud.

 k. Intellectual Property Rights: Blockchain also helps in the registration 
and protection of intellectual property (IP) assets. It provides creators 
with evidence to tag their creation at the point of creation and first use, 
thus assisting in the protection of IP rights and the enforcement of legal 
measures.

 l. Chain of Custody: For evidence, specifically, it is important to retain con‑
tinuity especially when dealing with issues of law. With blockchain, the 
process of examining evidence can be recorded and its complete history can 
be stored securely, making the data correct and valid in a legal trial.

 m. Litigation and Settlements: Blockchain can improve litigation processes 
since the parties can file complaints and respond to allegations securely and 
transparently. This can eliminate delays and build confidence in the judicial 
system.

11.2.1 contrAct mAnAgement And SmArt contrActS

The roles of contract management and smart contracts are undeniable in driving the 
modernization of entire legal frameworks and improving the speed and effectiveness 
of operations. Course (2022) reported that smart contracts refer to forms of contracts 
coded to function autonomously and are designed to perform specific tasks whenever 
certain conditions are activated. This automation assumes that it reduces the need 
for middlemen, decreases the possibility of errors, and advances reputation time. 
Figure 11.2 shows key features of smart contracts.
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11.2.1.1 Key Features of Smart Contracts
 a. Automation: Smart contracts are predefined and perform contractual terms 

like payment, and delivery of goods and services when the conditions are 
met. They eliminate red tape and simplify many business processes.

 b. Transparency and Security: Smart contracts are automated legal agreements 
enhanced with AI to operate on the blockchain, which makes all transactions 
reliable and unchangeable. This has a twofold effect of building trust among 
parties because every action is documented and can be traced for accreditation.

 c. Cost Efficiency: Smart contracts reduce transaction costs because they elim‑
inate human interference and intermediaries in contract fulfillment. It allows 
organizations to manage their resources better by outsourcing ongoing con‑
tract management tasks and concentrating on more important objectives.

11.2.1.2 Smart Contract Management Solutions
To efficiently leverage smart contracts in their operations, businesses are turning to 
smart contract management platforms. These platforms assist in creating, launching, 
and managing smart contracts to reduce risk and ensure the contracts remain accu‑
rate throughout their duration.
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FIGURE 11.2 Key features of smart contracts.



136 Artificial Intelligence in Legal Systems

 a. Real‑time Monitoring: Smart contract managers can inform users about 
changes in the contract status or possible problematic situations, thus mak‑
ing management more effective.

 b. Version Control: These solutions enable organizations to work with numer‑
ous versions of contracts while keeping the terms clear and consistent.

 c. Integration with AI: The integration of smart contracts with AI tools 
complements each other in managing contract creation and negotiations by 
improving the efficiency of approvals and minimizing risks resulting from 
deviations in the contracts.

11.2.1.3 Quantitative Data Contract Management Using Blockchain
The use of statistics to evaluate blockchain’s influence in legal processes, especially 
in contract management, is an added weapon in the arm. Here are some relevant sta‑
tistics and case studies that illustrate the efficiency improvements realized through 
blockchain technology:

 a. Efficiency Gains: Contract management through blockchain‑powered con‑
tract lifecycle management (CLM) solutions can cut nonprofit overhead 
costs by as much as 30%. This is made possible by the integration of opera‑
tional activities where major decisions can be directly made without the 
influence of other middle stakeholders, to make clear and precise contract 
vectors.

 b. Reduction in Contract Disputes: Out of all the lawsuits filed in state courts 
in the United States, about 64% of them are part of a contract disputes. 
This highlights how through augmented contract visibility and precision by 
using blockchain, organizations can avert such disputes, in the end, lower‑
ing legal expenses and general legal effectiveness.

 c. Time Savings: Smart internet can cut the time taken to draft a contract 
by up to 80% if the process is digitized using blockchain. This saves legal 
team’s time on administrative tasks, allowing them to focus on more essen‑
tial, valuable work, enhancing productivity several‑fold.

 d. Cost Reduction: Industries that incorporate smart contracts may reduce 
their costs by about 2% of their yearly spending due to the reduction 
in time and approvals from routine contract management methods. 
Further, weak contract management leads to revenue losses, particularly 
inefficiency, highlighting that over 92% of it can be resolved through 
blockchain.

 e. Improved Transparency: Blockchain has a unique recording system 
that offers great assurance and accountability to the various parties 
involved. This transparency not only makes collaboration possible but 
also enhances the decision‑making speed, resulting in enhanced contract 
cycles.

 f. Automation Impact: A study predicts that the use of CLM systems inte‑
grated with AI alone will reduce manual work by 50% by 2024. Furthermore, 
the combined use of AI and blockchain will make many legal processes 
more efficient.
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11.2.2 legAl record mAnAgement

Blockchain technology is expected to bring change to legal record management 
through improved security, accountability, and effectiveness. Flat‑file‑based stor‑
age and search systems have limitations and problems inherent to them, such as 
fake documents, slowness, and vulnerability to tampering. Blockchain solves 
these challenges because it is decentralized and non‑alterable; once a record is 
entered into the blockchain, it cannot be manipulated or edited. Through the 
application of blockchain in the management of legal records, the legal sector 
enjoys increased effectiveness, reliability, and security in the delivery of its ser‑
vices to the market.

11.2.2.1 Applications in Legal Record Management
 a. Immutable Record‑Keeping: Examples include contracts, property deeds, 

and court records, which can be safely stored on a blockchain. This helps 
avoid conflicts arising from one person having a different copy of the doc‑
ument than the other. Figure  11.3 shows the applications in legal record 
management.

 b. Smart Contracts: These contracts can fulfill and enforcing terms when 
certain conditions have been met. Artzt and Richter (2020) presented this 
capability as one that simplifies processes and reduces the probability of 
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FIGURE 11.3 Applications in legal record management.
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errant compliance and untimely fulfillment of the undertakings made in the 
agreements.

 c. Chain of Custody: Blockchain can also ensure that there is a secure and 
verifiable record of ownership and transfer of evidence in a legal process. 
All transactions or changes that take place are timestamped, creating an 
easily understandable timeline that can be useful during a trial.

 d. Efficient Document Retrieval: It also enables legal professionals to save 
time spent searching for documents and verifying information by automat‑
ing the data retrieval process using blockchain.

 e. Enhanced Security: Compared to centralized databases, blockchain offers 
the following advantage: it eliminates the possibility of unauthorized access 
to the information contained in legal documents.

11.2.3 diSpute reSolution And ArbitrAtion

This chapter argues that the processes of dispute resolution and arbitration are 
rapidly changing as they adopt ideas from blockchain technology, which provides 
solutions to problems experienced in these processes. Due to the immutable, 
transparent, and decentralized consensus nature of blockchain solutions, these 
ideas are well‑suited to developing effective and fair dispute resolution systems. 
According to Darwish (2023), with the continued development and deployment 
of blockchain technology, it is likely that even in the areas of disputing resolution 
and arbitration, a broader and more enhanced scope will be realized—especially 
in sectors involving a higher number of participants and complex contractual 
relations.

11.2.3.1 Features of Blockchain in Dispute Resolution
 a. Immutable Evidence: Blockchain ensures that all messages and statements 

concerning a dispute are recorded, eliminating any doubt regarding the 
authenticity of communication. According to Haque et al. (2022), the gener‑
ated records cannot be modified, thereby upholding the trust of all parties 
involved in the resolution proceedings.

 b. Smart Contracts: Smart contracts are self‑executing, meaning they auto‑
matically enforce the terms of an agreement between parties. For instance, 
actions such as penalties or payments can be triggered automatically when 
a condition is fulfilled, minimizing the chances of disputes arising from 
misunderstandings.

 c. Decentralized Decision‑Making: In contrast to the common use of arbitra‑
tion where a single arbitrator is usually designated, blockchain incorporates 
juror networks to support a decentralized decision‑making process. For 
example, platforms like Kleros offer a pool of randomly selected jurors who 
review cases, making the decision more impartial.

 d. Alternative Dispute Resolution (ADR): Blockchain enhances ADR pro‑
cesses by allowing the disputing parties to develop custom‑made solutions 
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based on their requirements. This flexibility can yield better results than 
traditional litigation processes, which is an important advantage.

11.2.4 regulAtory compliAnce And reporting

The use of blockchain in regulation and reporting systems is one of the beneficial 
opportunities and can strengthen legal frameworks by making processes more 
transparent, reliable, and efficient. In recent years, there have been numerous issues 
related to compliance with the steadily growing and changing legislation of coun‑
tries. According to Centobelli et al. (2021), the incorporation of blockchain technol‑
ogy can play a crucial role in augmenting the capabilities of legal systems focused 
on regulatory compliance and reporting. Overall, organizations can leverage its dis‑
tinctive characteristics to address the challenges of regulation and compliance while 
simultaneously promoting organizational integrity. It responds to these challenges in 
the following ways: Blockchain maintains a secure ledger of transactions and inter‑
actions that cannot be altered.

11.2.4.1 Benefits of Blockchain in Regulatory Compliance
 a. Immutability and Transparency: Blockchain guarantees that all records 

are unalterable and open to the public since they are not stored on a cen‑
tralized server. This is particularly important for compliance with relevant 
regulations, as it allows for the verification of transactions and data as they 
are entered. Companies can also ensure clear documentation of their audit 
trail, which is crucial in proving legal compliance.

 b. Automated Reporting: Blockchain is capable of reporting compliance 
conditions through automation, as it is programmed to prepare reports 
once certain conditions are met. For instance, when a transaction occurs, 
information related to the transaction can be collected and automatically 
reported to regulatory bodies without much human input, thereby minimiz‑
ing errors to a great extent.

 c. Real‑Time Monitoring: With blockchain, it is easier to monitor compli‑
ance‑related activities in real time. Gürkaynak et al. (2018) suggest that com‑
bining AI with blockchain allows organizations to process large amounts of 
data in real time and quickly detect any abnormalities or compliance viola‑
tions. This enables management to undertake timely corrective actions to 
eliminate risks before they worsen.

 d. Data Privacy and Security: Blockchain improves the protection of data, 
which is essential in legal industries where compliance with Data Protection 
Acts is mandatory. Encryption and decentralized storage help organizations 
protect their data while also ensuring compliance with guidelines such as 
general data protection regulation (GDPR).

 e. Streamlined Processes: AI integration with blockchain can greatly 
enhance the efficiency of compliance processes, as activities such as data 
checking for consistency and validity, risk analysis, and policy conformity 
checks can be performed by the system. Not only does this make workflows 
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more efficient, but it also prevents compliance teams from being bogged 
down by administrative tasks, giving them more time to focus on work that 
will have a major impact on their organizations.

11.3  CHALLENGES AND LIMITATIONS OF 
BLOCKCHAIN IN LEGAL SYSTEMS

The adoption of blockchain technology in legal frameworks has some limitations 
and constraints that need to be overcome for its successful incorporation. Despite 
the potential advantages that blockchain offers, it has limitations, including legal 
and regulatory frameworks and technological barriers that may slow down its imple‑
mentation. According to Sabharwal et al. (2024), despite the myriad opportunities 
that blockchain provides to legal systems, these issues need to be resolved for proper 
implementation of the technology. The ongoing discourse among legal experts, tech‑
nologists, and authorities will be critical in providing a balanced examination of 
the legal and technical implications and ensuring that blockchain can be leveraged 
to enhance the favorable aspects of legal procedures without the threat of violating 
authoritative laws.

 a. Legal and Regulatory Challenges: The first major issue facing legal inno‑
vation is the integration of existing laws into the concept of blockchain. For 
example, legal systems that implement the right to data protection or the 
right to erase information can face challenges ensuring compliance with 
blockchain technology due to its characteristics of immutability. Data on 
blockchains is irreversible, which is a problem for organizations operating 
in jurisdictions governed by such laws. Additionally, the legal nature of 
smart contracts is still ambiguous in most parts of the world. While these 
contracts bring efficiency to the automation and enforcement of agreements, 
their enforceability is still considered questionable by courts in relation to 
standard contract law. Pagallo et  al. (2015) suggest that such a scenario 
may make some businesses hesitant to adopt blockchain solutions in their 
operations.

 b. Technical Limitations: From a technical point of view, concerns include 
blockchain scalability and connectivity. For many distributed ledger technol‑
ogy systems currently in use, their effectiveness in handling transactions is 
a key issue, especially when traffic volume increases. Corea (2019) reported 
that this limitation can decrease the potential for applying the technology, 
particularly in scenarios where frequent transactions are expected, such as 
high‑frequency trading. Additionally, there are no standardized interfaces 
for cross‑chain communication and data exchange, which affects opportu‑
nities for international business and cooperation by limiting the potential of 
blockchain technology.

 c. Governance and Control Issues: Other potential issues are related to 
governance structures in decentralized blockchain networks. According 
to Magnusson (2019), the decentralization of consensus also leads to 



141Potential of Blockchain Technology in Legal Processes

disagreements among participants about changes or upgrades to the proto‑
col, which can create new chains that may confuse users and compromise 
the network’s integrity. Additionally, it may cause discomfort for the man‑
agement of enterprises working in a decentralized environment, as organi‑
zations can lose control over their data and actions. Figure 11.4 shows the 
challenges of blockchain in legal systems.

11.3.1 regulAtory frAmeworkS And legAl conSiderAtionS

There are various regulatory frameworks and legal aspects of blockchain technology 
in legal systems that are still emerging. As the use of blockchain solutions increases—
including smart contracts and the storage of legal documents—legal advisors face 
significant challenges in maintaining compliance with existing legislation while also 
addressing the unique characteristics of blockchain technology.

 a. Legal Uncertainty and Compliance: They argue that one of the major 
problems is that there is no recognized body of law governing blockchain 
as a technology. Most jurisdictions are progressive in implementing new 
laws due to the decentralized nature of blockchain‑based systems, causing 
confusion about which ordinances to enforce, especially when operating 
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across borders. Rhim and Park (2023) indicate that it remains somewhat 
unclear, which in turn poses challenges in compliance since organizations 
may face different legal framework requirements in different regions. For 
example, the legal regulation of smart contracts is still the subject of debate, 
since current laws on contracts may not be fully applicable to automated 
contracts.

 b. Data Privacy Concerns: Another important issue is data privacy. 
Blockchain technology has an unalterable record which becomes an issue 
when supporting compliance with the most stringent data protection laws, 
such as the GDPR in Europe. The right to be forgotten, which means that a 
person has the right to request the erasure of personal data, contradicts the 
immutability and perpetual preservation of records kept on the blockchain. 
There is a set of demands which, by their nature, seem mutually exclusive, 
and legal professionals need to figure out how these challenges can be met 
to establish compliance and take advantage of blockchain at the same time.

 c. Jurisdictional Issues: Other issues include jurisdictional complications 
because blockchain technology cuts across borders. The transactions 
recorded on a blockchain may involve people from more than one country, 
and thus it may not be clear which law will apply to resolve a conflict. This 
requires proper drafting of jurisdictional provisions in contracts to ensure 
legal certainty regarding the laws governing the contract and the mecha‑
nisms for resolving disputes. The steady evolution of blockchain technology 
suggests that further cooperation between legal scholars, IT professionals, 
and policymakers can be beneficial. This dialogue will assist in framing 
appropriate rules for using this technology, which creates new opportunities 
but must also meet the requirements of current legislation. Solving these 
problems is necessary for the further adaptation of blockchain technology 
in legal frameworks, which will lead to a more effective legal environment.

11.3.1.1 Barriers of Blockchain in Legal Systems
 a. Technological Barriers: One of the most significant technological chal‑

lenges is scalability. First‑generation public blockchain systems, like 
those of Bitcoin and Ethereum, suffer from low transaction throughput 
(TPS) because of highly involved consensus algorithms. For example, 
the proof‑of‑work protocol used by Ethereum allows for the processing of 
approximately 30 transactions per second, which causes traffic jams and 
high fees at certain times. This inefficiency poses a challenge for block‑
chain in applications that require a fast rate of transaction processing, such 
as real‑time contract signatories. Another challenge is integration, mean‑
ing that products and equipment need to be compatible with other systems 
within a network. Most organizations build their own unique blockchain 
systems that are separate from each other and thus are isolated. When there 
is no interoperability standard, the implementation of multiple blockchain 
solutions becomes complex. For example, the lack of interoperability has 
been a problem that has prevented supply chain projects seeking to link 
many players across different platforms.
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 b. Social Barriers: There is, however, a public relations problem that plagues 
potential users: a lack of trust. Some companies remain skeptical about inte‑
grating blockchain into their operations and processes because of existing 
doubts regarding the capacity of blockchain security and the stability of 
other participants in this kind of network. That lack of trust can then halt 
collaborative projects. For example, in the healthcare sector, where patient 
records are transferred from one organization to another, it can remain 
questionable whether the information will be protected, which can lead to 
the rejection of blockchain solutions.

 c. Legal Barriers: From a legal perspective, the greatest difficulty stems from 
a lack of well‑defined rules and regulations. There are few legal structures 
governing the use of blockchain technology in many jurisdictions; hence, 
there is a lot of confusion regarding compliance and legal responsibilities. 
For instance, smart contracts are still not legal permission contracts in some 
jurisdictions, making it inflexible to apply them in formal relationships. 
Officials’ lack of definite guidelines in the regulation of blockchain hinders 
investments and slows down the deployment of such systems.

11.3.2 integrAtion with exiSting SyStemS

Blockchain as part of the legal framework means understanding how it would 
work within existing infrastructure. Integration into current workflows is impor‑
tant, as it should not disrupt normal operations and be easy to adapt to the  
new technology.

 a. Compatibility with Legacy Systems: Another critical concern when imple‑
menting blockchain is how well it will fit into existing architectures already 
adopted by organizations. Some legal organizations have already imple‑
mented conventional information technology systems and databases, and 
it may not be practical or efficient to replace them with blockchain‑based 
systems. This means that legal professionals need to coordinate well with 
technology providers to develop solutions that can be implemented within 
existing systems, enabling a progressive transition to blockchain technology 
without compromising essential elements.

 b. Data Migration and Interoperability: Equally important is the question 
of how to transfer data between blockchain networks and classical data‑
bases. Paper or electronic documents and contracts that are currently part 
of the legal system must be moved to the blockchain while keeping their 
chain of custody and their indexable properties intact. Sansone and Sperlí 
(2022) presented guidelines and procedures for exchanging data, which is 
crucial for data to be easily integrated between various systems and struc‑
tures. Another requirement is compatibility with other blockchain platforms 
since legal procedures tend to involve users utilizing different systems.

 c. Process Reengineering: Blockchain integration could also involve rede‑
signing existing legal workflows so that they can leverage blockchain 
benefits. For instance, smart contracts enable some regular operations of 
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business, for example, contract signing and dispute settlement. However, 
implementing these entails setting aside time to vet the existing processes 
to determine which steps can be automated successfully. For those in the 
legal profession, it is more likely that they will have to collaborate with 
process specialists and technologists in coming up with new and innovative 
processes that adapt to the heralded features of blockchain while at the same 
time continuing to meet the necessary legal standards.

11.3.3 legAl diSputeS And SmArt contrActS

It aims to analyze the potential challenges and opportunities associated with legal 
cases on smart contracts from an architectural framework perspective, focusing on 
the development of smart contracts in the matrix architecture of blockchain solu‑
tions. Smart contracts are digital contracts with specific rules residing in the smart 
contract that are implemented and self‑executed once conditions are met. As handy 
tools for cutting out middlemen and dependencies, their legal status and the dispute 
settlement regarding the use of such contracts continue to be subjects of controversy.

 a. Legal Status of Smart Contracts: The first legal issue concerning smart 
contracts can be found in the question of whether they are enforceable as 
contracts. For the smart contract to be enforceable, it must fulfill the tradi‑
tional legal elements of offer, acceptance, and consideration. However, this 
task becomes challenging due to the automated execution of smart con‑
tracts. The legal systems of different jurisdictions diverge when it comes 
to the treatment of smart contracts, with some considering them as legally 
binding contracts, while others may regard them as just code without any 
lawful recognition. This can result in issues regarding the legally binding 
force of such contracts, especially if there is a disagreement as to the mean‑
ing and execution of the code implemented in the smart contract.

 b. Dispute Resolution Mechanisms: Legal issues usually arise whenever dis‑
putes occur and given that smart contracts differ in many ways from conven‑
tional contracts, traditional legal models may not be capable of addressing 
them adequately. When disputes are considered to take place on the chain, 
often within the blockchain, they may need to be resolved by special means. 
For example, the Digital Dispute Resolution Rules introduced by the UK 
Jurisdictional Taskforce focus on providing certain recommendations on 
whether and how legal disputes related to smart contracts can be resolved dig‑
itally. These rules highlight the best‑practice governance approaches as well 
as outlines for the handling of disputes related to blockchain decentralization.

11.4  ETHICAL CONSIDERATIONS IN THE USE OF 
BLOCKCHAIN IN LEGAL SYSTEMS

It is also important to consider the ethical issues underlying the implementation of 
blockchain technology in legal frameworks, which are quite complex. Despite its 
great importance, it cannot be considered without taking into account its ethical 
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aspects. As blockchain is further applied in the legal processes, it is necessary to take 
into consideration the ethical concerns raised by the features of blockchain, including 
the immutability, transparency, and the exclusion of intermediaries.

 a. Privacy and Data Protection: The first ethical issue revolves around pri‑
vacy and data protection. Once records have been placed on the blockchain, 
they can neither be erased nor rewritten. This presents difficulties in areas 
where data protection regulations are strict, including the GDPR, where 
individuals are entitled to data erasure. This raises the issue of a discrep‑
ancy between legal systems that are required to retain records for account‑
ability and the rights of individuals to privacy.

 b. Asymmetry of Power: Another key ethical consideration related to block‑
chain is the risk that it could entrench existing inequalities. Given the possibil‑
ity of contracting under conditions of asymmetric information and bargaining 
power, blockchain solutions can support highly opportunistic and authoritar‑
ian transactions. While reducing the possibility of intermediaries’ interven‑
tion may be advantageous in various ways, it also removes safety nets that 
can prevent dubious actors from exploiting the potentially weaker party. This 
raises questions about the obligations that developers and legal practitioners 
have to ensure that the blockchain does not facilitate unlawful behavior.

11.4.1 biAS And fAirneSS

The infusion of AI in legal frameworks is widely believed to be beneficial in terms 
of improving speed, impartiality, and precision. Nevertheless, the ever‑present threat 
of bias that can be built into AI algorithms is a major issue that must be addressed 
to ensure fairness and justice. Further, without proper design and integration of AI 
systems into the legal system, biased outcomes will be furthered and compounded 
because of the algorithms used to filter through legal databases.

11.4.1.1 Understanding AI Bias
 a. Prejudices in Training Data: When the historical data used in developing 

AI models contain human bias and discrimination, the AI system will also 
incorporate them and act on them.

 b. Algorithmic Design Choices: The choices of algorithms and modeling 
techniques made by developers are a source of bias, some of which are based 
on personal discretion. Some models may introduce too much or too little 
emphasis on patterns in the data and therefore, make imprecise predictions.

 c. Lack of Diversity in Development Teams: Homogeneous teams are less 
likely to have members who can watch out for bias and veto it when design‑
ing AI systems. Bias and blind spots can be experienced when members 
from specific groups are not visible or are excluded.

11.4.1.2 Risks of AI Bias in Legal Systems
The negative consequences of such bias in legal systems are numerous, and the 
dangers are not to be underestimated. Biased algorithms in the implementation of 
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forensic technologies, such as bail decisions, sentencing, or determinations on parole, 
can lead to discrimination against certain groups. For instance, an AI algorithm 
trained using historical records that have racism in policing and sentencing will 
have a worse outcome for those from a specific race compared to the previous one. 
Likewise, tools employed for civil legal actions, including child custody or disability 
pensions, may also influence prejudice if not implemented securely. Prejudiced out‑
comes in these domains affect people’s lives and cast aspersions on equal justice and 
the administration of the law.

11.4.2 privAcy And dAtA protection

As a result, constant vigilance is necessary to ensure that legal systems become safer and 
more equitable in response to AI advancement. Many apprehensions are being raised 
regarding privacy and data protection, particularly as AI and blockchain technology are 
incorporated into legal systems. Although human legal professionals are employing AI 
in processes such as the analysis of documents and cases, and the evaluation of cases and 
contracts, it is evident that the confidentiality of both persons and sensitive information 
needs to be guarded. The ethical and legal considerations of data privacy in the context 
of AI and blockchain in the legal context are discussed in this chapter.

 a. Privacy Risks in AI‑Driven Legal Systems: AI systems require a large 
amount of private data, including identification numbers, medical records, 
and credit card information. Another limitation that emanates from the use 
of big data is that many AI applications rely on large datasets, thus present‑
ing a privacy concern. For instance, the GDPR in the European Union has 
specific regulations on how people’s personal information is used and allows 
the use of such data only if the people involved give their consent, and if nec‑
essary, the use should be minimized. Litigation and transactional lawyers are 
at risk of falling foul of these regulations, which can lead to severe penalties, 
together with the loss of client trust. Furthermore, the factor that strategi‑
cally complicates the determination of the definitive accounting treatment is 
the application of blockchain. Although the transactional transparency pro‑
vided by blockchain improves data trustworthiness, it complicates the GDPR 
right to erasure. It is indicated that once data is entered on the blockchain, 
it cannot be erased or changed, which violates the privacy of individuals. 
Consequently, it is possible to observe that legal actions should adapt to these 
contradictions because it is also important to provide privacy to users in the 
context of Open Science based on distributed networks.

 b. Ethical Considerations: However, the ethical issues related to the use of 
AI in the legal decision‑making process are not restricted to compliance 
with rules and legal standards only. Lawyers need to defend their client’s 
interests and ensure that the AI system does not reveal protected data on 
its own. This responsibility covers essential security features like encryp‑
tion and access controls of data throughout the data lifecycle. Further, legal 
practitioners need to be watchful about the consequences of sharing data 
with third‑party AI supplier firms so that legally binding contracts may be 
developed to uphold data confidentiality and security.
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With the increased adoption of AI and blockchain in reforming the legal system, 
privacy and data protection issues need to be considered. Legal professionals must 
evaluate the ethical implications of their employment, put in place significant protec‑
tions, and retain humans in the loop to ensure that these technologies will work to 
advance the missions of legal systems while respecting and protecting the individual 
rights of citizens. Implementation of AI and blockchain can help stakeholders control 
the positive outcomes of AI in legal proceedings as much as possible while adhering 
to the policies and rules of privacy and data protection.

11.4.3 trAnSpArency And AccountAbility

AI in legal systems can enhance the effectiveness, accuracy, and accessibility of legal 
systems. However, the rather swift integration of AI in the legal sector entails elabo‑
rate procedures to monitor its efficiency and ensure that it is both transparent and 
accountable. In utilizing and progressing toward the idea of developing more autono‑
mous AI systems, it is crucial to establish a robust and well‑defined framework to 
ensure that the incorporation of AI is open, efficient, and responsible.

 a. Importance of Transparency: Explaining how particular AI approaches 
are utilized in a specific decision (accountability of the AI system and use 
of AI in the legal system) and how the AI models are trained or the data 
utilized in the model. The support of performance evaluations with expla‑
nations enables legal professionals and the public to determine whether the 
AI‑based decision is reasonable. This, in turn, enhances confidence in the 
use of AI systems, especially in areas like law, where the consequences of 
the systems can adversely affect individuals or organizations. Additionally, 
transparency fosters the identification of bias in the algorithms and models 
used in AI systems. If left unmanaged, biases are often manifested as dis‑
criminatory actions against specific groups or individuals bearing certain 
attributes. Knowledge of these AI systems can assist the stakeholders in 
determining any bias and its remediation to achieve some measure of fair‑
ness in legal judgments.

 b. Ensuring Accountability: Responsibility is also referred to as another 
essential aspect of the correct functioning of AI in the legal environment. 
AI must involve a clear line of responsibility for the results it delivers and 
the appropriate steps to be taken when the AI makes a wrong/biased deci‑
sion. This accountability should extend to all the legal persons in AI soft‑
ware developers, legal advisors, policymakers, among others. Supervision 
also plays a vital role in the whole process to make the process account‑
able. Even though AI can work wonders in terms of speed and precision, 
actual legal judgments cannot be made by computers; they have to be 
provided by legal experts. Lawyers need to be able to decode, critique, 
and debate AI‑generated results, with an emphasis on respecting the law 
and advancing AI as a tool that enhances but does not replace human 
discretion.
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11.5 CASE STUDIES AND BEST PRACTICES

AI and blockchain technologies hold a future in enhancing legal systems in a way that 
they could be made more efficient and easily accessible than before. Real‑life exam‑
ples and best practices of such technologies need to be critically analyzed as they 
progress further, so that the opportunities and risks can be observed and estimated.

Case Study 1: AI‑Powered Contract Management at Deloitte: Deloitte, a global 
professional services network, has implemented an effective AI contract manage‑
ment system for its legal team. The system, called “Contract Haste,” employs natural 
language processing (NLP) and machine learning techniques to detect and extract 
terms, clauses, and provisions of the contracts. After processing large amounts of 
contracts, including papers that have been signed and those that are still drafts, the 
system flags possible dangers and deviations from internal standards and creates 
contracts according to offered templates and the individual requirements of the cli‑
ent. This automation has resulted in tremendous gains in time and costs, with a cut of 
reduction of half the time spent on reviewing contracts and about a third of the time 
spent in contract negotiation.

• Develop reliable AI that meets the eligibility requirements for the success‑
ful analysis of legal documents.

• Integrate with other contract management systems that your organization 
has in place.

• Provide ongoing training and updates to AI models to ensure they reflect the 
twin parameters of accuracy and recency.

Case Study 2: Blockchain‑Based Land Registry in Sweden: The Swedish Land 
Registry has been experimenting with integrating blockchain into its land registration 
processes in partnership with ChromaWay. Using distributed ledger technology, which 
holds all property and transaction data, the system aims to increase transparency, 
minimize paperwork, and eradicate fraud. The pilot project has indicated that block‑
chain can offer a secure, electronic, and decentralized register with an unalterable 
record of land ownership, thereby reducing the need for third parties and paperwork.

• Blockchain can solve issues in land registration where property rights and 
cases are ambiguous or prone to fraud.

• Innovation in legal processes can be fostered through collaboration between 
government agencies and technology startups.

• Pilot projects are important as they demonstrate the applicability of 
blockchain solutions and help determine their viability for a large‑scale 
application.
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Case Study 3: AI‑Powered Litigation Analytics at Premonition: A legal analytics 
company Premonition has created an AI tool that uses litigation information to rate 
judges and attorneys. Analyzing hundreds of thousands of court cases, the system 
recognizes patterns and tendencies in case resolutions, judges’ decisions, and attor‑
neys’ performance. The information improves the decision‑making process of legal 
practitioners regarding the approaches to presenting a case, the choice of jurisdic‑
tions, and the selection of lawyers. Many clients, such as those in the healthcare, 
finance, and insurance industries, have adopted Premonition’s platform to manage 
their legal expenses and enhance their performance in litigation.

• It can thus help find useful information within large data sets so that new 
legal decisions can be based on comprehensive analysis.

• Litigation analytics can be used by legal practitioners to determine the right 
approach and resources to use when handling certain cases.

• It is important that extra attention be paid to legal issues, including data 
protection and other ethical issues, concerning the application of AI in the 
analysis of litigation.

Here are several notable examples from various jurisdictions and organizations that 
have successfully integrated blockchain:

 a. Estonia’s e‑Residency Program: Estonia has been at the forefront of 
implementing blockchain in government services. Its e‑Residency enlists a 
virtual persona to enable the global population to access Estonian solutions 
such as starting or running an enterprise online. This is partly done using 
blockchain, which preserves the authenticity and sanctity of digital identity, 
thereby increasing transparency in governmental affairs.

 b. Georgia’s Land Registry: A pilot project of blockchain record‑keeping has 
been launched in the country of Georgia to tackle problems such as numer‑
ous corruption schemes and to organize faster and more efficient property 
sales with less possibility of scams. The government, using blockchain, has 
recorded title deeds, providing clear and transparent records of ownership 
and hence reducing conflicts over land ownership.

 c. UAE’s Ministry of Economy: The United Arab Emirates is also already 
seeking blockchain use across numerous sectors, such as the Ministry of 
Economy which is now planning to obtain licenses and business registra‑
tions on a blockchain. This move has been made to promote efficiency, 
check and curb fraud, simplify processes, and bring efficiency to business 
operations within the region.

 d. Supply Chain Management in Food Safety: Some popular industries 
such as Walmart are employing the use of blockchain technology to track 
food chains from the farm to the consumer. Through the implementation of 
IBM’s Food Trust blockchain, Walmart is able to respond to contamination 
sources in the food chain system and hold them accountable.
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 e. Smart Contracts in Real Estate: In real estate, existing companies such 
as Propy are using smart contracts to conduct property sales. Promoting 
decentralized ownership transfer as soon as payment conditions are ful‑
filled, Propy saves effort and expenses usually spent on intricate procedures 
by buyers and sellers.

 f. COVID‑19 Vaccination Tracking in Lesotho: The Lesotho government 
was able to track COVID‑19 vaccinations through the use of blockchain 
technology. Extra effort was made here as a measure to ensure that people 
have faith in the different vaccines that were being administered.

11.5.1 prActiceS for integrAting Ai And blockchAin in legAl SyStemS

This chapter submits that the incorporation of AI and blockchain technology as 
integral service components in legal systems means that the evolution of the latter 
has leaped to a new paradigm that makes it more efficient, transparent, and acces‑
sible. Here, these technologies not only correct the imperfections of the legal process 
but also enhance the egalitarian delivery of justice to marginalized groups through 
efficient automation of tasks, improved data analysis, and secure record‑keeping. 
By following the approach described in this chapter, which identifies co‑solutions 
associated with AI and blockchain, these can transform legal provisions and service 
delivery to create a fair and efficient legal solution system. From the case analysis 
and the incorporation of general IT trends, the following best practices are identified 
for applying AI and blockchain in legal systems.

 a. Prioritize Data Quality and Governance: Ensure that the information fed 
to AI models and records kept on the blockchain is reliable, comprehensive, 
and well‑processed. Set guidelines for the ownership, structure, and control 
of the data to ensure that it is accurate.

 b. Foster Interdisciplinary Collaboration: Organize legal counsel, IT spe‑
cialists, and specialists in a particular field to design and implement AI 
and blockchain tools. Promote knowledge exchange and cross‑departmental 
learning to foster creativity.

 c. Implement Robust Security and Privacy Measures: In managing its 
model clients and clientele, the company should prioritize on data security 
and confidentiality as well as comply with data protection legislation. Apply 
encryption, access controls, and other security measures to prevent data loss 
of data.

 d. Ensure Transparency and Explainability: Pursue accountability in AI‑ 
powered decisions and the operations of blockchain solutions. Particularly,  
the performance of AI‑generated results must come with clear explanations 
and allow stakeholders to scrutinize the systems.

 e. Continuously Monitor and Refine: Continuously measure and assess the 
effectiveness and utility of AI and blockchain. This involves engaging users, 
reviewing feedback to identify biases or errors, and making corrections 
when necessary to ensure the system remains effective and up to date.
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 f. Provide Training and Support: Provide regular educational services to 
legal professionals to enhance their knowledge and understanding of AI and 
blockchain solutions. Enable them to use these technologies optimally while 
remaining ethical and responsible.

 g. Stay Informed and Adaptable: Diligently maintain awareness of progress 
in AI and blockchain technology, as well as changes in law and legal frame‑
works. It is essential to be prepared to adapt legal practices to fully take 
advantage of these technologies where necessary, while minimizing their 
drawbacks.

11.5.1.1  Practical Recommendations for Integrating 
AI and Blockchain in Legal Systems

To effectively address the ethical issues associated with the integration of AI and 
blockchain technology in legal systems, legal practitioners can adopt the following 
practical recommendations:

 a. Implement Transparency Protocols: Everyone, including legal prac‑
titioners, should champion the improvement of AI systems to explain the 
reasoning behind their decisions. This may be done by engaging with devel‑
opers of AI to design models that are explainable so that all stakeholders 
can understand how results are obtained.

 b. Conduct Bias Audits: More frequently, they should also check the AI 
algorithms they use to detect bias in the data used for training. Counselors 
should collaborate with big data experts to ensure that a range of data sets is 
employed in building the algorithms and then check fairness by evaluating 
the effectiveness of the algorithms across different categories of people.

 c. Establish Data Privacy Policies: Introduce elaborate data protection pro‑
visions, particularly concerning the GDPR, to use blockchain technology in 
the storage of highly sensitive legal records. Ensure that the confidentiality 
necessary to protect some data is balanced by sufficient openness for autho‑
rized personnel to access the required information.

 d. Advocate for Regulatory Frameworks: Interact with active stakeholders 
and act as a channel through which governments are encouraged to for‑
mulate laws regarding the application of AI and blockchain in the legal 
industry. This entails the endorsement of guidelines on ethical objectives, 
the extent of accountability, and the safeguarding of personal liberties.

 e. Foster Continuous Education: Promote continuous professional develop‑
ment of present and future lawyers regarding the application of AI and the 
use of blockchain technology. This will enable practitioners to contribute 
to the improvement of ethical standards among practitioners through their 
employers. When operationalized, these recommendations assist legal prac‑
titioners in positioning themselves ethically with emerging technologies 
and ensuring that justice prevails in practice.
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11.5.2 Ai improveS AcceSS to JuStice in decentrAlized legAl SyStemS

It also means that AI can and should be used to improve access to justice in jurisdictions 
where the legal systems are decentralized, resource‑constrained, or simply too expensive.

 a. Automating Legal Tasks: In areas of legal practice where many docu‑
ments must be reviewed or facts researched, the automation of these tasks 
can be done by an AI package. Through natural language processing and 
machine learning, AI can quickly analyze huge amounts of information 
within a short time, filter out pertinent data, and highlight the results. This 
automation saves time and effort on such tasks, allowing the key profes‑
sional service providers in law to work more strategically and attend to their 
clients.

 b. Simplifying Legal Processes: Thus, AI is useful for breaking down intricate 
legal papers and processes into forms that normal people can comprehend. 
Through directed prompts and filtering out possible mistakes, AI‑based appli‑
cations enable people to complete legal tasks on their own. It is particularly 
handy in environments where people might not have adequate legal advice.

 c. Enhancing Legal Analytics: The use of AI can yield substantial analy‑
sis‑oriented benefits to the legal decision‑making process. Through case 
analysis, legal reasoning, and previous findings, AI systems may under‑
stand and recognize patterns, probable solutions, and possible references. 
This approach assists legal experts in improving their decision‑making and 
enhancing strategies based on available data to provide the best results.

 d. Expanding Access to Legal Services: Moreover, one of the primary ben‑
efits of AI is its ability to lower the costs of legal services and increase 
access to justice for the public that requires it most. Since it can perform 
tasks and optimize workflows, AI can minimize the expenses generated by 
legal services. This makes it possible for legal practitioners to provide their 
services at relatively lower prices, thus increasing the accessibility of legal 
aid and enabling more pro bono work.

11.6 CONCLUSION AND FUTURE DIRECTIONS

The incorporation of AI and blockchain technology in legal systems marks a major 
shift in delivering and accessing legal services. These technologies remain promising 
in increasing efficiency, openness, and justice as they continue to develop. Nevertheless, 
unlocking their full potential becomes an important issue that depends on the ability to 
address the ethical, legal, and regulatory aspects of using smart technologies.

 a. Enhancing Access to Justice: AI can also be used to bring fairness in pro‑
viding legal services to less fortunate individuals through advanced technol‑
ogy. Using AI to perform tasks such as document review, legal research, and 
contract analysis, to name a few, already has the propensity of lowering the 
cost at which legal services can be provided to members of society who can‑
not afford an attorney. Furthermore, AI products like chatbots and virtual 
legal assistants can give instant legal advice, which means that people can 
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get legal support even if they do not have access to an attorney. This is fur‑
ther supported by blockchain technology, which provides efficient, secure, 
and unalterable records of legal transactions. This can enhance services such 
as land registration, contract formation, and dispute administration, result‑
ing in reduced time taken to address legal issues. Thus, using blockchain can 
make these processes faster and more efficient, reducing the load on overbur‑
dened legal systems and improving people’s access to justice.

 b. Addressing Ethical and Legal Challenges: Nonetheless, several ethical 
and legal factors related to AI and blockchain technology need to be con‑
sidered. This has been a major issue as it raises the question of how the use 
of AI could help improve the situation when the algorithm itself is flawed 
and reflects biases that already exist in the legal system. Promising and fair 
decision‑making by intelligent systems is key to guaranteeing public uptake 
and acceptance of the technologies.

Lawyers, engineers, and ethicists must work together to come up with 
rules and regulations that will support the use of AI while avoiding bias. 
Another consideration is data privacy and security, especially since legal 
documents often contain confidential information. In legal systems, there 
is a need for institutional measures to protect the rights of people over their 
data and meet legal requirements such as those of the GDPR. This entails 
having protocols for handling, storing, and sharing data, with individuals 
having rights over their information.

 c. Regulatory Frameworks and Collaboration: Due to the emerging devel‑
opment of both AI and blockchain solutions, it is becoming increasingly 
critical to establish extensive legislation that specifically aims to meet the 
requirements and specify the solutions of these two progressive technolo‑
gies. It is now up to policymakers to collaborate with members of the legal 
profession and technologists to devise policies that address the ethical use 
of AI while encouraging technological advancement. These frameworks 
should also incorporate principles of accountability, transparency, and fair‑
ness so that the use of these technologies is consistent with the core values of 
the legal profession. Additionally, cross‑sector collaboration is critical when 
addressing the challenges arising from the application of AI and blockchain 
in the legal sphere. On the one hand, legal professionals must communicate 
and interact with technologists to learn about what these technologies can 
and cannot do, and the reverse is true as well, in that technologists should 
be aware of the legal and judicial guidelines governing their work. This 
cooperative approach will assist in guaranteeing that both technologies are 
implemented appropriately in the legal sphere.

11.6.1 cAll to Action for legAl profeSSionAlS

 1. Engage with Technology: Legal professionals should go out of their way to 
understand more about blockchain and AI technologies. Knowledge of these 
tools will assist lawyers and legal scholars in helping their clients, writing pol‑
icies, and engaging in discussions on existing and desirable legal frameworks.
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 2. Consider Policy Implications: The impact of these technologies on legal 
practice requires stakeholders to engage with policymakers. This refers to 
supporting forms of consumer protection while encouraging innovation. 
Policies related to the legal profession can be molded legally, practically, 
and ethically through the participation of legal professionals.

 3. Promote Equitable Access: The legal community can harness blockchain 
and AI technologies to improve accessibility to justice. Practical implemen‑
tation of this could need the creation of legal aid services, case tracking 
mechanisms, or in general, better exposition of the legal process. These 
technologies, therefore, help stakeholders devise strategies for eliminating 
barriers to practices that discriminate against those on the periphery.

 4. Collaborate Across Disciplines: It has been recommended that technolo‑
gists, ethicists, and those in the legal profession engage in finding new ideas 
on how the blockchain and AI work and can be used to solve problems 
arising from their execution. Such collaborations would enable the identifi‑
cation of a range of benchmarks for the acceptable usage of technology in 
fulfilling legal tasks.

 5. Advocate for Education and Training: Law schools should also ensure 
they teach lawyers about blockchain and AI. In this way, the legal profession 
can guarantee a better‑equipped workforce of future lawyers, who will be 
aware of these technologies and their influence on society and will be ready 
to face new challenges.

11.6.2 diverSe perSpectiveS on blockchAin And Ai regulAtion

 A. Legal Scholars
Legal scholars offer conceptual perspectives for understanding one of 

law’s theoretical frameworks about technology. In their research, they tend 
to look for the interaction between the current spread of technologies and 
legal systems, ethical issues, and prospects for change.
• Regulatory Theory: Lawrence Lessig provides opinions stating that 

behavior is shaped by law, norms, and architecture, with architecture 
here referring to technology. Understanding this synergy is paramount 
to the regulation of blockchain and AI systems.

• Privacy and Data Protection: Scholars like Paul M Schwartz explore 
how technologies disrupt privacy and data security trends, especially 
within the scope of GDPR and comparable rules.

 B. Practitioners
Legal professionals present the operational experience in the conversa‑

tion, focusing on the problems and prospects of using blockchain or AI tech‑
nology in law. Their perspectives can include:
• Compliance Challenges: It remains challenging for practitioners to 

address the current and evolving state of restraints. Recommendations 
from legal professionals who practice in the technology law field may 
help organizations adopt the most accurate strategies concerning com‑
pliance with new legislation.
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• Client Advisory: Insurance companies’ legal counselors, providing the 
company with recommendations on the utilization of technologies, may 
provide substantial insights into how blockchain and AI support the 
optimization of contract processing while remaining legal.

 C. Technologists
The technologists, therefore, offer a vital view of what is possible 

and what is not within the context of blockchain and AI technologies.  
Their experience can help legal stakeholders make the right decisions on 
implementation and regulation.
• Innovation Insights: The technologists also highlight how they are 

already working with the simplest type of blockchain technology to 
increase transparency in legal actions and show how AI can help with 
case administration and legal information searches.

• Ethical Considerations: It is, therefore, important to continue engag‑
ing in discussions on the ethical application of AI in legal practice. 
Professionals such as Kate Crawford are concerned with the social 
aspects of AI, and the adaptation must be made responsibly.

11.6.3 future directionS

Legal systems seem to have a bright future when it comes to AI and blockchain tech‑
nology, or at least, it will remain a promising field that will need constant focus and 
updates. As these technologies continue to emerge and advance, legal professionals 
cannot afford to be uninformed or unaware of these trends. This is about focusing on 
the trends, practices, and risks of AI and blockchain technologies. Educational institu‑
tions also have the responsibility of training the next generation of legal practitioners 
to operate in this environment. AI and blockchain technologies must be included in 
the training curriculum of law schools to ensure that students are well‑prepared to 
work with these technologies in the future. Moreover, as AI and blockchain technolo‑
gies play a larger role in legal procedures, there will be a constant need for further 
research and assessment. Legal academics and practitioners should conduct research 
to evaluate the effects of these technologies on access to justice, legal decisions, and 
the operations of legal systems. The findings of this study shall go a long way in help‑
ing policymakers and stakeholders in the legal profession to make informed decisions 
and chart a more appropriate course in the development of legal applications of AI 
and blockchain technology. AI and blockchain, coupled with the increasing adoption 
of technology in the delivery of legal services, stand the chance of improving access to 
justice. Nevertheless, there is significant potential to derive this value when the proper 
initiative is placed into realizing it, accompanied by a proper address of the ethical, 
legal, and regulatory implications that come with these technologies. Through col‑
laboration, increasing transparency, and acting in fairness, stakeholders can achieve 
social impact based on these innovative technologies to change the existing legal 
system to provide equal, effective, and public access to justice for everyone. As we 
expand, it remains vital that innovation continues, maintaining justice and the rule 
of law, guaranteeing that society can access these technologies for the benefit of all.
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12 Ethical and Legal 
Implications for Artificial 
Intelligence in Law

Hysmir Idrizi

12.1  THE CONSEQUENTIALIST AND CATEGORICAL ETHICAL 
THEORIES IN THE AGE OF ARTIFICIAL INTELLIGENCE

12.1.1 introduction

This part considers two important theories of ethics: consequentialism and categori‑
cal ethical theory models, and their relation to artificial intelligence (AI). The sec‑
tion discusses consequentialism as a theory focused on outcomes. It then discusses 
Kant’s deontological ethics, which is concerned with obligations and moral prin‑
ciples regardless of the results. Moreover, it evaluates AI as a decision‑maker and 
examines the problems of self‑regulatory AI within a legal framework. It provides 
an understanding of the ethical aspects that accompany AI‑based systems to sup‑
port more advanced discussions on AI in the scope of legal reasoning, justice, and 
responsibility.

The topic here is centered on how the utilitarian ethics proposed by Jeremy 
Bentham and John Stuart Mill can be incorporated into AI systems. Furthermore, 
it assesses the dangers that can arise from this, particularly the fact that in AI, rea‑
soning focuses on achieving an outcome may lead to the infringement of individual 
rights to benefit the majority. It also considers real cases to demonstrate the compli‑
cations involved in the practical application of utilitarian ethics to AI and law. In this 
section, the discussion focuses on Kant’s deontological ethics, which relates to moral 
obligations and duties, and the free will of moral agents. Additionally, this section 
critically evaluates whether AI can fulfill the Kantian requirement of being a moral 
agent, particularly considering that AI is programmed and does not have free will.

12.1.2  conSequentiAliSt morAl reASoning And Ai: the implementAtion  
of Ai bASed on the outcome

Consequentialism prioritizes the consequences of actions, emphasizing that the 
morality of an action is determined by its outcome. Utilitarianism, associated with 
Jeremy Bentham, seeks to maximize pleasure as its goal (Sinnott‑Armstrong et al., 
2023). The foundation of Bentham’s theory of utilitarianism derives from the per‑
spective that “humans are equipped by nature by two ‘sovereign masters’: pain and 
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pleasure. These two masters govern one’s life” (Stumpf, 2015, p. 285). Bentham went 
further by saying that “actions are only justified if they have a clear and discernible 
effect on the welfare of the people involved” (Sinnott‑Armstrong et  al., 2023). In 
other words, utilitarianism is often expressed as the “greatest benefit (pleasure/hap‑
piness/welfare) for the largest number of people” (Sinnott‑Armstrong et al., 2023). 
Nevertheless, utilitarianism is criticized by many opponents because it fails to respect 
individual rights (Sandel, 2010). This is the weakness of utilitarianism: justifying the 
maximization of pleasure for the largest number of people may, on many occasions, 
violate individual rights (Sandel, 2010).

Utilitarianism uses the logic of “cost‑benefit” to measure pleasure and as a meth‑
odology for solutions to different and complex social issues (Sandel, 2010). Sandel, 
in his book Justice: What’s the Right Thing to Do? presents a real‑life example to 
help develop a critical view of the methodology of utilitarianism for the measurement 
of pleasure or welfare (Sandel, 2010). Sandel uses the case of a tobacco company 
run by Philip Morris. The relationship between the state of the Czech Republic and 
the tobacco company went through a cost‑benefit analysis commissioned by Philip 
Morris to measure the effects on the national budget (Fairclough, 2011). The gov‑
ernment, on the other hand, decided to increase taxes because of the cost of smok‑
ing‑related health care. The study discovered that the government earned more than 
it lost because of the shortened lives of taxpayers due to smoking of cigarettes. This 
earning was estimated to be $147 million per year (Sandel, 2010). Despite the profits 
to the national budget of the Czech Republic, it was publicly assumed that this was 
not a desirable form of financial welfare since it violated human rights. Later, the 
chief executive of Philip Morris apologized and said that the study was “a complete 
and unacceptable disregard of fundamental human rights” (Fairclough, 2011). This 
study reveals the weakness of the “cost‑benefit” methodology since it focuses on the 
consequence rather than the cause (Sandel, 2010).

Nevertheless, Jeremy Bentham was not the only utilitarian. John Stuart Mill 
made a very influential contribution to the theory of utilitarianism. Mill, in contrast 
with Bentham, put human dignity at the center of utilitarianism (Sandel, 2010). Mill 
defended the idea of individual freedom. He went on to emphasize that everybody 
is “free to do whatever they want to do, provided they do not harm others” (Sandel, 
2010, p. 47). Mill said the only actions that can be subject to government intervention 
are those that harm others. He argued that “independence is, of right, absolute. Over 
himself, over his own body and mind, the individual is sovereign” (Miller, 2007, 
p. 20). Mill linked individual liberty with the prosperity of society in the long run. 
He argued that respecting individual freedom will benefit society in numerous ways 
because only by respecting the freedom of the individual can society make progress. 
He opposed the idea that an individual should be forced to live based on the customs 
or prevailing opinions of the majority (Sandel, 2010). Mill reasoned that violating 
individual freedom prevents humans from achieving the highest purpose of life: the 
full and free development of their human attributes (Sandel, 2010). Mill is in line 
with the idea of Kant. He claimed that actions and consequences are not that impor‑
tant, but what is important is character (Mill, 1859). Thus, Mill supported the idea of 
individual freedom and consciousness. In addition, Mill challenged the idea of plea‑
sure in a comparative approach. He proposed a test for identifying higher pleasures. 
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This test was expressed as follows: “Of two pleasures, if there be one to which all 
or almost all who have experience of both give a decided preference, irrespective of 
any feeling or moral obligation to prefer it, that is the more desirable pleasure” (Mill, 
1859). Nonetheless, pleasure itself is a very relative concept, e.g., one might prefer 
reading Plato instead of attending an opera, and vice versa.

Consequentialism represents a theory providing a conceivable ground for setting 
a code of ethics for AI (Della Foresta, 2020). Consequentialism is composed of two 
theses: a) rights and values are independent of one another, and b) a priori explanation 
of values. The first thesis emphasizes that regardless of the morality of the action, 
what’s important is the consequence (McGee, 2024). The second thesis is a critical 
assessment of the quality of the action, determining whether it is wrong or right. 
Moreover, consequentialism, as a normative ethical theory, is teleological, maximiz‑
ing, and impartial (Della Foresta, 2020). For instance, if an individual has A, B, C, 
and D as options to bring about the best outcome, it will be determined that only the 
action that could bring the best outcome will be qualified as the right action (Kim &  
Schonecker, 2022). This approach defines consequentialism as maximizing out‑
comes. However, consequentialist normative theory installed on robots or machines 
can produce analyses to maximize opportunities but cannot resolve moral conflicts.

12.1.3  cAtegoricAl morAl reASoning And Ai: the concept 
of duty, Autonomy, And morAl Agency

This section explores how Immanuel Kant’s categorical moral reasoning applies to 
AI, considering whether robots using machine learning can be moral agents with 
consciousness and awareness or simply serve as tools to achieve certain goals. The 
idea that robots are not able to fulfill the requirements of Kant’s philosophy is related 
to the human‑centered approach, which holds that personality/personhood is a 
human attribute (De Lucia Dahlbeck, 2022). The terminology ‘robot‑ethics’ sounds 
paradoxical at first, because ethics is related to morality, and robots are programmed 
tools that are predetermined, meaning they differ from humans in terms of subjec‑
tivity and personality (De Lucia Dahlbeck, 2022). Considering the above, robotics 
seeks to mimic human behavior and is equipped with a code of ethics.

Kant considers that moral agency contains two components (a) moral law and (b) 
autonomous will. In Kant’s theory, meeting the criterion of “moral law” is crucial for 
determining whether an action is morally justifiable. This criterion is the ‘universal 
law,’ implying that an action is morally justifiable if it could be willed as a universal 
law. In other words, the action is qualified as morally right if it can be implemented 
universally (Kim & Schonecker, 2022). It is difficult to say that robots meet this cri‑
terion because they lack free will. Even though they can act autonomously, they are 
algorithmically (pre)determined. Kant aligns with Aristotle, who argued that humans 
have two distinct kinds of decision‑making systems: (a) an irrational and (b) a ratio‑
nal system (Aristotle, 2020). The first is based on the emotional part, which is fast, 
intuitive, and mostly unconscious. The second is based on the rational part, which 
imagines the possible outcome of a particular action and chooses the one that is mor‑
ally justifiable. Nevertheless, this approach is not without opponents. Compatibilists 
oppose this consideration because they view free will because of a chain of events 
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and not the cause itself. The first system is rooted in the emotional realm, charac‑
terized by fast, intuitive, and unconscious reactions. The second is grounded in the 
rational mind, envisioning potential outcomes of a specific action and selecting the 
morally justifiable choice.

Now let us put this criterion in the context of AI. The concept was first introduced 
by McCarthy “to find how to make machines use language, form abstractions and 
concepts, solve kinds of problems now reserved for humans, and improve themselves.” 
In other words, machines that can enhance their capabilities meet the criteria for AI 
as they can operate autonomously. Nonetheless, this autonomy does not equate to 
free will, as it is confined within algorithms. As such, these machines cannot be held 
morally responsible because of their (pre)determined algorithmic nature. Autonomy 
is the component that determines a machine as a product of AI. This autonomy is 
understood as freedom under Kant’s “Metaphysics of Morality” (Denis, 2010). Kant 
defines freedom in terms of “the ability of pure reason to be of itself practical” or in 
terms of “the internal lawgiving of reason” (Kim & Schonecker, 2022). When Kant 
refers to freedom, he refers to transcendental freedom, implying that freedom should 
not be a result of any external causes, but should legitimize itself.

Another key point emphasized by Kant is the criterion that determines whether 
humans act morally or not. This criterion requires humans to act based on duty rather 
than merely in compliance with duty (Boddington, 2017). This implies that humans 
are obliged to know what duty is, e.g., what is wrong and why it is wrong. This 
requires humans to increase their knowledge and not just execute orders for the sake 
of duty. Furthermore, Kant emphasized the intellectual attributes of humans, the lack 
of which leads to destruction. Therefore, it can be predicted that AI emerges from the 
creativity of human, and it is the understanding of the consequences and functions of 
such tools that defines whether they benefit mankind or a curse.

12.1.4 concluSion

To sum up, the study of moral reasoning related to AI is extremely difficult because 
it incorporates both consequentialist and deontological systems, generating one of 
the most serious ethical issues in the moral integration of AI systems into society. 
At the same time, it is important to understand that AI, as a cognitive augment, will 
only be able to assume a consequentialist position and judgment. This means that AI 
will be logic‑ and reasoning‑focused. On the other hand, the emphasis Kant places on 
ethical duty, moral agency, and autonomy raises questions about whether machines 
could be ethically considered moral agents as they are algorithmically controlled and 
lack free will.

The emergence and increasing integration of AI technologies into various spheres 
of social life raise several ethical issues that AI must actively tackle. In addition, it 
must strike a balance between respect for autonomy and ethical obligation. The pos‑
sibility of machines operating and making decisions with no humans’ intervention 
raises serious concerns about whether such machines ought to have the capacity to 
be moral agents. It suggests that if AI systems are to be given such responsibili‑
ties and powers, then vehicles, the healthcare system, and the legal system should 
have strong ethical measures that are clear and human‑centered. The ongoing debate 
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between consequentialist and deontological perspectives provides no easy resolution, 
but it sets the stage for the kind of critical discussion needed to address the ethical 
dilemmas created by AI in the future. In this context, as AI systems become more 
autonomous, the issue of ensuring dignity‑respecting ethical AI systems design goes 
beyond technical competence to include human values.

The next struggle is how to infuse human values, which are often contradictory 
and do not always come to the surface, into unbending algorithms, all while AI 
keeps developing. As a result, the explanation does not involve AI perfection but 
other areas: the construction of ethics in technology should be goal‑oriented while 
observing fundamental human rights. The future of AI will be defined by the dispute 
between efficiency and morality, between autonomy and control.

12.2  ARTIFICIAL INTELLIGENCE AND THE RULE OF 
LAW: TRANSPARENCY, ACCOUNTABILITY, AND 
DUE PROCESS IN AUTONOMOUS SYSTEMS

12.2.1 introduction

AI’s legal challenges are deeply connected to ethical concerns about its deci‑
sion‑making. Experts like Virginia Dignum, Nick Bostrom, and Joanna Bryson have 
explored how to manage AI responsibly. They stress the need for AI systems that 
prioritize human values and transparency, especially in legal settings where they can 
affect people’s rights.

AI tools created to support values like accountability, transparency, and justice 
are used to actively implement the ethical norms set by academics and legislators 
in actual court systems. The U.S. Correctional Offender Management Profiling for 
Alternative Sanctions (COMPAS) system shows how AI can assist in risk assess‑
ment, while Singapore’s SENTRA tool and Estonia’s AI judge pilot program serve 
as examples of how AI may reduce human bias and improve efficiency in legal 
decision‑making. These instances show how legal pragmatism and philosophical 
principles might be balanced to produce systems that function well while respect‑
ing moral principles. Global debates on ethics and the law have been sparked by the 
development of AI technology and its growing integration into legal frameworks. 
AI’s impact on decision‑making, bias reduction, and judicial transparency presents 
benefits and challenges as it continues to transform several legal procedures. This 
section examines how real‑world legal structures and applications reflect moral 
issues in AI governance.

Considering global legal frameworks, such as (a) the European Commission’s 
“Ethics Guidelines for a Trustworthy AI,” the following section highlights the 
potential opportunities and challenges of integrating AI into legal systems and 
highlights accountability and transparency in AI‑driven decision‑making; (b) 
Regulation (EU) 2024‑1689 of the European Parliament and of the Council of 
June 13, 2024, for the regulation of AI; and (c) the Council of Europe Framework 
Convention on Artificial Intelligence and Human Rights, Democracy, and the 
Rule of Law, the European Union’s AI Act. To provide a more complete picture of 
global AI ethics and legislation, this chapter also examines recent developments 
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in AI outside of Europe. One important U.S. advancement is the Algorithmic 
Accountability Act. Introduced in 2019, this law requires businesses to analyze the 
effects of their algorithms, especially regarding bias, privacy, and discrimination 
(Algorithmic Accountability Act of 2019, H.R.2231, 2019). By requiring regular 
checks and effect analyses, the Act highlights the importance of accountability 
and transparency in AI systems. By focusing on business responsibility in reduc‑
ing algorithmic harm, rather than industry‑wide regulation, this approach stands 
in contrast to European initiatives like the EU AI Act (Artificial Intelligence Act, 
Regulation (EU) 2024/1689).

Section 12.2.3 analyzes how AI can be used in criminal justice, with a focus on 
the principle of due process of law and the challenge of maintaining justice in court. 
It also examines the dangers AI poses to the integrity of the law, especially when 
AI‑powered systems serve as tools in court rulings and investigations. Regarding 
AI’s growing role in criminal justice, this section emphasizes the significance of 
maintaining human oversight and abiding by legal standards that protect individual 
rights.

12.2.2  Algorithmic JuStice And humAn rightS: the principle of 
AccountAbility, trAnSpArency, And non‑diScriminAtion

A major difficulty in the legal domain is making sure AI systems do not promote pre‑
existing biases or create new kinds of discrimination. According to recent studies, AI 
systems have the potential to reinforce biases found in historical data if they are not 
appropriately regulated, which would defeat the goal of delivering justice. One study 
on algorithmic bias in facial recognition technology emphasizes the moral risks con‑
nected to AI systems that are trained on biased datasets. However, academics empha‑
size the significance of “algorithmic accountability,” arguing that AI systems used in 
the legal industry need to be open and accountable. This makes it possible to exam‑
ine and challenge AI judgments, especially when they have potentially life‑altering 
outcomes like sentencing or bail decisions.

This section looks at how AI can minimize human error in legal settings while 
maintaining moral principles to guarantee decision‑making that is transparent and 
accountable. AI has been shown to reduce cognitive overload, reduce biases, and 
improve decision‑making accuracy by automating complex activities and offering 
data‑driven insights. For example, the danger of human error in document analy‑
sis and case preparation has been reduced by the AI‑powered legal research tool 
Research Operating System for Service Solutions (ROSS Intelligence). In the same 
way, New Jersey’s Public Safety Assessment (PSA) methodology has reduced subjec‑
tive biases and helped reduce inequalities in bail decisions, leading to more equitable 
outcomes. These examples underscore the significance of aligning AI’s efficiency 
with the ethical principles of fairness and transparency discussed earlier. When uti‑
lized responsibly, AI can augment human judgment and reduce errors, but it must be 
accompanied by ongoing ethical oversight to prevent the emergence of new forms of 
injustice. The protection of human rights in the AI era represents legal challenges for 
all authorities. This issue becomes more important because human decision‑making 
tends to be replaced by autonomous machines and robots. Nevertheless, AI cannot 
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have legal subjectivity the same as humans (De Lucia Dahlbeck, 2022). For this 
reason, AI should be designed in detail to prevent any potential violation of human 
rights.

The rapid development of AI has been associated with an increasing debate about 
whether these machines will violate subjects’ data protection and privacy rights. 
The interaction between AI and human rights is associated with a debate concern‑
ing data protection and privacy, non‑discrimination, and human dignity (CETS 
225 – Artificial Intelligence, 2024). AI systems can affect fundamental human rights 
underlined in the European Convention on Human Rights, the European Charter 
of Fundamental Rights, and other international human rights instruments. For the 
first time, the European Union, through Regulation (EU) 2024/1689 of the European 
Parliament (EU AI Act, 2024), has designed a regulatory framework focused on the 
regulation of the use and implementation of AI. These acts address issues related to 
the protection of health, safety, and fundamental rights (EU AI Act, 2024).

In Europe, the General Data Protection Regulation (GDPR) offers comprehensive 
safeguards against data misuse, granting individuals the right to access, correct, and 
delete their data. Nevertheless, the GDPR faces challenges in keeping up with the 
rapid advancement of AI, particularly in ensuring algorithmic transparency. It might 
be challenging for people to understand how their data is used or to challenge judg‑
ments made by AI‑powered surveillance tools because AI systems usually function in 
mysterious ways. As AI systems evolve, concerns about privacy and data protection 
have emerged. AI systems are required by the General Data Protection Regulation 
(GDPR) to ensure their use conforms with laws and guidelines related to privacy 
and data protection. Article 11 of the Council of Europe Framework Convention on 
Artificial Intelligence and Human Rights, Democracy, and the Rule of Law (CETS 
225  –  Artificial Intelligence, 2024) also has this responsibility. Transparency and 
accountability are essential because the use of AI presents major risks to data pri‑
vacy (Wachter et al., 2017). As previously noted, concerns about privacy violations 
have also been linked to the growing usage of AI. Many social media platforms, for 
example, can violate users’ privacy by using “deep fake technology.” These tools 
pose a significant risk of modifying photos and videos, making an artificial image of 
the person appear authentic (Custers & Fosch‑Villaronga, 2022).

Another legal necessity is non‑discrimination, since AI systems may give rise 
to prejudice and discriminatory actions (CETS 225 – Artificial Intelligence, 2024). 
Furthermore, Regulation (EU) 2024/1689 prohibits the use of AI for risk assessment 
of individuals based only on profiling or personal traits, acknowledging the risks 
such systems pose to equality. Barocas and Selbst discovered that algorithmic deci‑
sion‑making could lead to discriminatory practices, especially in fields like employ‑
ment and criminal justice, making the fairness mechanism in AI systems mandatory 
(Barocas & Selbst, 2016).

As discussed in the previous section, human dignity is the end goal of the inter‑
national law framework (CETS 225 – Artificial Intelligence, 2024). The protection 
of human dignity and individual autonomy is crucial in the implementation of AI 
technology. Article 7 of the Council of Europe Convention (CETS 225 – Artificial 
Intelligence, 2024) underlines the importance of respecting human dignity through‑
out the lifecycle of AI systems, aim to prevent systems that could undermine human 
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autonomy (CETS 225 – Artificial Intelligence, 2024). Furthermore, to avoid dehu‑
manization through automation, AI must operate in a way that respects human dignity 
by guaranteeing that people maintain control over AI systems that have an impact 
on their lives (Zuboff, 1988). The moral principles of respect for human autonomy, 
damage prevention, fairness, and explicability are thus essential in the implemen‑
tation and progress of AI systems (European Commission: Directorate‑General 
for Communications Networks, 2019). Additionally, the European Commission’s 
“Ethics Guidelines for a Trustworthy AI” highlighted the significance of taking 
appropriate care of marginalized groups, children, and people with disabilities, as 
they may be unfairly excluded from the potential benefits of AI or subject to harm‑
ful actions by machines or robots (European Commission: Directorate‑General for 
Communications Networks, 2019).

Meanwhile, nations like China, Japan, and Canada are all implementing differ‑
ent approaches to controlling AI, and the U.S. approach to ethics is part of a larger 
global trend. For example, Canada’s Directive on Automated Decision‑Making high‑
lights the significance of ethical governance in public sector technology by empha‑
sizing accountability and fairness in government AI applications. In the same way, 
Japan’s AI policy covers privacy and security issues while promoting the creation of 
human‑centered AI that enhances well‑being (Fukuyama & Katsuno, 2020). China’s 
AI Governance Initiative, on the other hand, addresses ethical concerns includ‑
ing privacy and surveillance while concentrating on enhancing economic growth, 
national security, and maintaining global leadership in AI innovation (Feng & Kreps, 
2020). These methods demonstrate how regulation of AI is determined by a unique 
cultural, economic, and political setting.

In areas like employment, housing, healthcare, and criminal justice, AI sys‑
tems have the potential to strengthen and intensify existing biases, disproportion‑
ately harming low‑income people, women, and members of ethnic minorities. For 
instance, it has been argued that AI systems used in predictive policing unfairly tar‑
get minority communities, leading to over‑policing and perpetuating systemic injus‑
tices. Fairness and accountability in AI are the goals of international regulatory 
systems. Concerns remain, meanwhile, regarding how well they work to combat 
algorithmic prejudice. To lessen prejudice and promote equality in AI deployments, 
it is essential to ensure transparency in AI systems and to promote diverse AI devel‑
opment teams.

Automated hiring systems frequently use historical data to evaluate candidates, 
therefore repeating prior discriminatory practices. In one significant example, it was 
discovered that Amazon’s AI hiring tool, which was trained on resumes submitted 
primarily by men, favored male candidates for technical roles. (These issues are 
tough for the American legal system to handle. Although Title VII of the Civil Rights 
Act forbids discrimination in the workplace based on race, sex, and other character‑
istics, it does not adequately address the complex nature of algorithmic prejudice. 
Because AI systems frequently operate as “black boxes,” it might be challenging to 
identify the cause of discriminatory results and raise questions regarding respon‑
sibility. To reduce biases in AI systems, calls for stricter legal frameworks—such 
as the Algorithmic Accountability Act—emphasize the necessity of accountability, 
transparency, and inspection.
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12.2.3 Ai in criminAl JuStice: upholding due proceSS of lAw

The effort to govern AI is impacted by ethical issues and legal difficulties, creating 
a situation where accountability and creativity are linked. A global interest in devel‑
oping legislative frameworks that strike a balance between innovation and ethical 
protections is shown in the European Union Artificial Intelligence Act, the United 
States Algorithmic Accountability Act, the OECD’s AI Principles, and China’s New 
Generation AI Development Plan. These frameworks address issues of accountabil‑
ity and fairness while promoting the responsible and transparent application of AI in 
crucial fields like justice and law enforcement. They are essential for influencing how 
AI is used in legal systems and are the result of in‑depth philosophical debates over 
the ethical implications of AI in society, especially in high‑risk areas like criminal 
justice. In the context of AI, this means that unexpected results should not affect AI 
design.

The significance of the “intended purpose” for the implementation of AI sys‑
tems is stated in EU Regulation 2024/1689. In accordance with usage instructions, 
the “intended purpose” includes the particular context and usage conditions (Article 
3(12)). EU Regulation 2024/1689 goes further and defines the cases that constitute 
“serious incidents” including (c) “the infringement of obligations under Union law 
intended to protect fundamental rights” (EU AI Act, 2024). The regulation intro‑
duces the concept of a “serious incident” referring to a situation where the conse‑
quences are rooted in the malfunctioning of an AI system, directly or indirectly 
leading to any of the following: (a) the death of a person or serious harm to a per‑
son’s health, (b) a serious and irreversible disruption of the management or operation 
of critical infrastructure, (c) the violation of obligations under Union law designed 
to safeguard fundamental rights, and (d) serious harm to property or the environ‑
ment (EU AI Act, 2024). Consequently, the intention and ability of the provider or 
deployer of the AI should have, before the deployment of AI, foreseen the potential 
harmful consequences of AI; otherwise, they will be held responsible if one of the 
“serious incidents” occurs. In accordance with the regulation, every deployer or pro‑
vider of AI should design a risk‑assessment mechanism that anticipates and manages 
potential risks that may occur as a result of AI implementation (EU AI Act, 2024).

EU Regulation 2024/1689 determines what constitutes a prohibited practice in 
criminal proceedings. According to the regulation, among the AI practices that 
should be prohibited is “the putting into service for a specific purpose, or the use 
of an AI system for making risk assessments of natural persons to assess or pre‑
dict the risk of a natural person committing a criminal offense, based solely on the 
profiling of a natural person or on assessing their personality traits and character‑
istics.” Nonetheless, this prohibition does not apply to AI systems used to “support 
the assessment on a suspected individual, based on clear and factual circumstances 
directly linked to criminal activity” (EU AI Act, 2024). The implementation of AI 
in criminal proceedings provides benefits in the context of preventive justice. Such 
prevention in the AI era can become easier because of the substantial amounts of 
data AI can analyze, through which it can produce improved results in terms of 
reducing recidivism (Custers & Fosch‑Villaronga, 2022). These tools are known as 
evidence‑based algorithmic profiling approaches because the data they process are 



166 Artificial Intelligence in Legal Systems

related to personality traits and the circumstances in which the crime was commit‑
ted, thereby helping courts and judges form evidence‑based profiles of subjects. Such 
applications can be used in sanctions related to a particular group of crimes or a spe‑
cific case (Custers & Fosch‑Villaronga, 2022). This implies that by programming an 
AI tool with data related to circumstances, personality traits, and aggressiveness of 
subjects, it can help judges increase objectivity in their decisions. These applications 
are already in use in several countries. For instance, in the Netherlands, the gov‑
ernment uses a system called REPRIS (Recidivism Prediction Instrument System), 
which publishes data on recidivism. This is a committee comprised of experts that 
evaluates the proposed programs based on their effectiveness and quality (Custers & 
Fosch‑Villaronga, 2022). Additionally, through predictive analysis of data related to 
a certain location that, for instance, is identified as a high‑intensity crime zone, these 
technologies can aid in improving the efficiency of criminal justice (Ferguson, 2019).

In order to predict crime trends and identify offenders, predictive policing uses 
AI algorithms to evaluate enormous volumes of data, including social media activ‑
ity, historical crime records, and geographic data. Despite being regarded as a tool 
to improve the effectiveness of law enforcement, predictive policing has sparked 
concerns about inequality and bias. For example, the U.S. criminal justice system 
makes extensive use of the COMPAS technology. To assist judges in determining 
bail and sentencing, COMPAS aims to predict a defendant’s probability of reoffend‑
ing. However, studies have revealed that COMPAS frequently produces distorted 
findings, more frequently classifying Black defendants as high‑risk in comparison 
to their white counterparts, even when their criminal histories are similar. The algo‑
rithm’s training data, which often mirrors past injustices rooted in the criminal jus‑
tice system, is the source of this bias. Predictive policing methods like COMPAS 
therefore carry the danger of escalating already‑existing inequalities rather than 
reducing bias, which could result in over‑policing in minority communities.

There are major ethical issues with AI in predictive policing. By depending on 
distorted historical data, AI systems face the risk of maintaining prejudices. Critics 
argue that algorithms’ lack of transparency compromises the presumption of inno‑
cence by limiting accountability. There are significant concerns associated with using 
AI in sentencing. These systems have the potential to reinforce prejudices and restrict 
judicial discretion, despite their stated goal of ensuring uniformity and equity in judi‑
cial decision‑making. Even if algorithmic recommendations are faulty or incorrect, 
judges may nonetheless follow them. A more inflexible and inhumane legal system 
may result from this reliance on AI since algorithmic predictions may take prior‑
ity over unique situations. Legal issues are also raised by AI’s “black‑box” nature. 
Courts usually lack the expertise needed to evaluate AI‑generated risk assessments 
carefully, and defendants have little power to challenge the fairness or accuracy of 
these technologies.

To guarantee that AI technologies do not violate civil freedoms, it is necessary 
to strengthen current legislative frameworks. This involves creating laws that par‑
ticularly address how AI affects civil rights, privacy, and surveillance. To protect 
human freedom and dignity, AI systems also need to be made more transparent and 
accountable. Strong supervision procedures will safeguard public confidence in AI 
and ensure that these tools support a society that is more just and equal.
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12.2.4 concluSion

One of the most major areas of current legal research and practice is the combination 
of AI and law. AI systems highlight the shortcomings of existing legal frameworks 
and call for both innovation and discipline in their development as they progressively 
extend into fields like criminal justice and the protection of fundamental human 
rights, which have historically been subject to human decision‑making. The prin‑
ciples of accountability, transparency, non‑discrimination, and the preservation of 
human dignity are not merely abstract ideals; rather, they are the foundations that 
influence the future responsible use of AI systems.

In the future, bridging the gap between the slower evolution of legal systems and 
the faster progress of AI technology will be the main challenge facing legal systems 
around the world. In an increasingly digitally connected society, concerns about the 
responsibility of AI providers, the scope of human control, and the protection of data 
and privacy will become increasingly important. Early but vital steps in adjusting to 
this new reality are represented by legal frameworks like EU Regulation 2024/1689. 
However, as AI develops and is constantly integrated, these frameworks will need 
to evolve.

Looking ahead, interdisciplinary cooperation is necessary to address the interac‑
tion between AI and law. To create proactive ethical and regulatory frameworks that 
anticipate the potential and risks of AI, legal scholars, technologists, philosophers, 
and legislators must collaborate. For example, the application of AI in criminal jus‑
tice focuses on reconsidering fundamental rights like due process, intention, and 
accountability. Although predictive justice may offer previously unheard‑of chances 
to lower crime and criminal convictions, it also raises serious issues with bias, fair‑
ness, and the dehumanization of the judicial system. It will be crucial to preserve 
human beings at the center of legal decision‑making as AI develops.
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13 Democratizing Legal Aid
The Role of AI in Providing 
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13.1 INTRODUCTION

The access to justice policy is still a looming challenge for marginalized communi‑
ties, given the enormous barriers that underserved populations confront when seeking 
justice for their legal problems. High legal fees, limited financial means, and geographi‑
cal constraints only heighten the unmanageable disparities, making legal aid the only 
available means to attain justice (MacDowell, 2015). Yet, as it is, legal aid services fall 
short of the current demand and remain limited in the scope of their service delivery. 
Accordingly, there is a pressing need to facilitate the availability and affordability of 
these services. Artificial intelligence (AI) is now spreading to many sectors to diminish 
an overreliance on human labor. The legal industry is no exception to this trend (Feijóo 
et al., 2020). Legal services become more prompt and less expensive by using AI in the 
form of chatbots, predictive analytics, and automated document generation. Instant help, 
prompt operating time, and help in analyzing a case constitute only a minor advantage 
of increased reliance on AI for overburdened legal aid (Andrew Perlman, 2023). On the 
other hand, AI warrants increased reliance on the part of those who need its assistance 
to the greatest extent, thereby balancing the scales and giving their users a fighting 
chance. Importantly, AI can mitigate costs, making legal services affordable to human‑
ity. On the other hand, however, AI needs to be regulated by a series of ethical and 
practical considerations, such as algorithmic bias or data management issues (Simshaw, 
2022). Considering the above, the future of legal aid depends on a wise combination of 
AI and ethics. Properly regulated, it could make justice a right rather than a privilege.

13.2 RESEARCH OBJECTIVES

This chapter aims to inquire how AI could democratize legal aid, breaking the socio‑ 
economic barriers that deprive disadvantaged groups in their pursuit of justice. The 
objectives of this research include examining the applied side of AI in legal assistance, 
such as chatbots or document creation, and its analysis to determine whether the costs of 
the tools could be reduced and their efficiency and, as a result, accessibility, increased. 
Another goal is to study the ethical issues associated with using AI in this aspect, which 
entails discussing fairness, transparency, and the protection of user’s personal data.
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13.3 RESEARCH METHODOLOGY

This research used a doctrinal method to observe and apply how the law works or, in 
this context, the rules. It relies on a literature review of the available legal doctrines 
rather than conceptual approaches. Researchers have used several legal cases and 
doctrines to determine how AI technologies can help people access the law more 
effectively by providing appropriate assistance. One advantage of this approach is 
that it is possible to detect problems and improvements at the same time.

13.4 CONCEPTUALIZATION

Artificial intelligence and its use in legal aid provide an invaluable opportunity to 
improve justice for underserved groups. Implementing chatbots, predictive analyt‑
ics, and robotic process automation to complete and submit legal paperwork may 
help fill the gaps in providing personalized legal services (Greggwirth, 2023). First, 
AI‑powered chatbots with natural language processing can provide useful legal 
advice and help instantly, making such basic legal services less costly for low‑income 
people. Second, predictive analytics may help to forecast legal outcomes and can be 
used to manage cases and allocate resources. Third, robotic process automation may 
significantly benefit major law firms and their clients by saving time and money in 
preparing legal documents (Chakraborty et al., 2023).

The key structural elements of legal services can help ensure justice for different 
marginalized communities. Indeed, from legal aid to mediation and victim compen‑
sation, legal aid can be seen as the sum of its parts. Legal systems can meet various 
needs, resolve disagreements quickly, and aid those who might face challenges in 
terms of justice by utilizing these services. It is also possible to improve these ser‑
vices by using AI technologies. In this way, justice can be democratized.

Affordability and justice can be facilitated using AI. Since AI decreases the 
human factor in ordinary legal services, it becomes less expensive for marginalized 
regions. AI accelerates legal services, thus enabling more people to have timely jus‑
tice. When legal aid is not an unachievable service for low‑income citizens, they can 
defend their rights more efficiently, demanding democracy in this sphere (Lee et al., 
2024). However, this type of AI application cannot be considered indefinite and may 
cause ethical issues. AI algorithms can be biased if careful measures are not taken, 
meaning that AI tools in legal services will not bring fair results. At the same time, 
the data used to produce these algorithms can be stolen, which is unacceptable for 
legal matters. On the one hand, the discussed applications of AI cannot be deemed 
ethical without addressing the issues of fairness and privacy (Alvarez et al., 2024). 
Since AI tools can contribute to solving such noble issues, their controlled use is 
reasonable.

13.5 THEORETICAL FRAMEWORK

Legal theories regulate the incorporation of AI into legal systems for use in any 
justice system. Integrating AI into justice presupposes that it will make justice 
fairer and more accessible. However, as AI becomes more prevalent in legal 
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services, it is crucial to maintain equity, due process, and fairness. This chapter 
aims to provide the theoretical foundation for AI systems to support legal prac‑
titioners without seeking to replace human judgment by maximizing efficiency 
and accuracy. It will explore the concept of AI efficiency balanced by legal ethics 
and legal aid, which helps achieve justice, equality, and the rule of law while sav‑
ing money. First, it helps to promote equality before the law and judicial impar‑
tiality due to the provision of legal representation for the poor and marginalized. 
Another factor is that it cuts the cost of seeking justice. Overall, legal aid is 
indispensable to achieving justice.

AI’s use in the justice system is controlled by several legal frameworks to 
ensure that it complies with the law and with ethics. For example, the GDPR 
in Europe and HIPAA in the United States are data protection laws that control 
how AI is implemented and what it can and cannot do with sensitive legal data. 
They ensure that the personal and confidential information processed by AI in 
legal services is protected (EU AI Act, 2023). Emerging AI governance models 
also provide standards of transparency, accountability, and fairness for AI sys‑
tems. They argue for AI developers and legal workers to coordinate to ensure 
that these systems meet data protection, transparency, and bias prevention stan‑
dards expected by law or ethics. When thinking about AI in legal services, it is 
important to keep justice and fairness in mind. AI systems are naturally based 
on data‑trained algorithms (Camilleri, 2024). If the data sets used to train them 
contain bias, the choices of AI may also contain or amplify this bias, leading to 
unfair outcomes. AI use raises concerns for equity and non‑discrimination. It is 
necessary to create and manage AI systems so they do not unfairly disadvantage 
marginalized or vulnerable populations. This requires constant oversight of the 
datasets used by AI systems and the application of measures to prevent bias. 
Justice in AI‑aided court decisions is also crucial for maintaining public trust 
in the legal system (Dankwa‑Mullan, 2024). If court AI decisions are viewed as 
unfair, the use of AI could destroy public trust in legal aid and in the judicial 
system. The use of AI in legal services should only be ethical and should ensure 
fairness. Accountability structures for biased AI systems are also necessary.

13.6 CASE STUDIES ON AI‑POWERED LEGAL AID

AI is changing how legal aid is provided, and poor people and underprivileged groups 
have the most to gain from applying AI technologies in the legal field. AI chatbots 
enable interaction between AI and humans, predictive analytics for evaluating data 
and making predictions, as well as automated legal paperwork are a few examples 
of how AI use promotes cost‑effective, efficient, and accessible legal services (Libai 
et al., 2020). Below are a few examples of how AI technologies are improving legal 
aid for poor and marginalized groups as well as overburdened legal systems.

13.6.1 Ai chAtbotS in legAl Aid

Artificial intelligence chatbots and other legal aid tools are most popular on the 
“DoNotPay” platform. It is a “robot lawyer” on whose creation its creator, Joshua 
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Browder from London, spent six days (Fernando et  al., 2023). It initially helped 
people challenge parking charges, but later, Browder improved the program. The 
chatbot offers basic legal advice on landlord‑tenant, contract, and consumer rights 
issues. The chatbot uses natural language processing to understand the user’s ques‑
tion and guide them to their desired legal result. For example, DoNotPay can help 
a tenant appeal an unfair eviction by generating supporting legal documents and 
providing advice. Thus, the biggest result of the development of this AI tool is that 
AI chatbots can help poor communities with no access to legal services. Around 99 
percent of DoNotPay users cannot pay for a human lawyer. This is why not all people 
can afford professional legal advice, and for many of these communities, DoNotPay 
helps them get justice quickly and for free. This tool shows that AI‑powered legal aid 
technologies can offer quick, cost‑efficient alternatives for justice delivery, which can 
change the way justice is delivered (Khawaja & Bélisle‑Pipon, 2023). The Australian 
AI chatbot Ailira also offers support in tax laws and small businesses. Ailira guides 
users through lengthy tax laws and the correct corporate structure to meet their 
needs. Like DoNotPay, the Ailira AI bot also uses natural language processing. It 
proves that AI can also offer cost‑efficient solutions for providing advice on tax law.

13.6.2 predictive AnAlyticS in legAl Aid ServiceS

Low‑cost legal aid organizations are using AI’s predictive abilities to improve 
case success rates and streamline legal work. A non‑profit housing dispute legal 
aid organization, HUMANITAS, uses predictive analytics. With past case data, 
HUMANITAS can estimate the probability of winning a legal case relative to the 
type of dispute, the parties engaged, and judicial trends. As a result, the company can 
focus on high‑probability cases and spend more resources on them. Legal aid orga‑
nizations can inform clients ahead of time with predictive analytics (Chien & Kim, 
2024). For example, AI could assist tenants in learning their probability of winning 
a ruling in an eviction case based on history. For this cause, legal aid institutions 
would be able to provide tenants with more useful suggestions, which is vital due to 
resource scarcity. Predictive analytics can also estimate a case’s likelihood of win‑
ning and help allocate time and resources to more clients in a legal aid firm (Ford, 
2023). Public defenders use predictive analytics to determine plea agreements and 
court case tactics in the criminal justice system. The AI undertook risk evaluation for 
pending trial defendants of recidivism in the “COMPAS system” (Garrett & Rudin, 
2023). Even though it has been accused of algorithmic prejudice, COMPAS demon‑
strates how lawyers can be assisted in making data‑based decisions. Predictive ana‑
lytics could aid public defenders and low‑income defendants ethically and effectively 
if supervised.

13.6.3 AutomAted legAl documentAtion

The aspect of legal aid transformed by AI is legal documentation automation. Due 
to their overwhelming caseload, legal aid organizations always find themselves 
short on time. However, AI‑powered systems that automate regular legal docu‑
mentation help free the lawyers’ time and mind space by performing menial tasks 
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(Kruszynska, 2024). For example, ROSS Intelligence, an AI‑supported research 
assistant, helps lawyers draft legal documents by instantly researching case law 
and precedents. It draws on the full set of legal databases using natural language 
processing and machine learning to quickly and precisely draft legal documents. 
According to the provider, the system helps legal aid organizations draft a brief 
or a contract up to a hundred times faster than an average lawyer, boosting the 
efficiency of legal aid and, therefore, lowering the cost of legal aid for the clients 
(Collenette et al., 2023). In turn, luminance also helps low‑income legal aid provid‑
ers to assess legal contracts and documents instantly. To do this, Luminance relies 
on the same technology of machine learning. When applied to legal documents, 
these algorithms can help quickly and precisely assess key clauses, discrepancies, 
or legal compliance of a document, contributing to slimmer timelines for resolv‑
ing housing disputes or signing employment contracts or immigration documents. 
Thus, with these tools, organizations can serve more clients without compromis‑
ing the quality or accuracy of the work (Zakir et al., 2024). Finally, LawGeex uses 
AI to help legal aid clients quickly and precisely assess and approve incoming 
legal contracts. The system draws on the company’s legal policies and compares 
them to the content of the incoming contract, highlighting issues and making rec‑
ommendations for improvement. In such a way, the AI removes the need for most 
contract redlining activity and provides clients with instant and accurate advice 
from legal aid.

13.7 CHALLENGES AND ETHICAL CONSIDERATIONS

Although AI offers benefits, its implementation also introduces ethical and practical 
problems. These problems must be solved to provide important levels of access to 
justice with AI systems. This section will cover the subjects of AI prejudice, data 
security, and challenges in implementing AI in legal aid.

13.7.1 biAS in Ai AlgorithmS

One of the most critical ethical issues concerning AI‑powered judicial systems is 
algorithmic prejudice. AI systems, particularly those that assist in the legal field, 
are trained on huge datasets to predict or make determinations. If these datasets 
perpetuate societal biases, such as racial or gender biases, the algorithm may fur‑
ther support these biases (Javed & Li, 2024). As an example, an AI system trained 
on historical data from a court system that disproportionately incarcerates certain 
races may continue to target those races unfairly. These races may also be the most 
disadvantaged and least able to obtain an effective defense due to systemic justice 
barriers, making these prejudices even more dangerous. Additionally, an AI sys‑
tem trained on biased data may incorrectly predict undesirable litigation outcomes, 
thereby increasing disparities that AI should ideally be used to decrease (Javed & Li, 
2024). This is especially the case with respect to biased risk assessment algorithms 
that overestimate minority bail or sentences within the criminal justice system. As 
such, biased AI poses a danger to all domains of justice rather than being a tool of 
equal opportunity. AI development safeguards and governance must be embraced 
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to handle algorithmic bias. Data scientists and attorneys must work to guarantee no 
bias in the datasets on which they base their AI training (Edenberg & Wood, 2023). 
AI systems should be audited regularly to identify and address biases. Transparency 
is also required to detect AI decision‑making biases. Without these protections, AI 
would exacerbate the current inequalities in legal practice rather than provide every‑
one with equal access.

13.7.2 dAtA privAcy concernS

In addition to this problem, using AI in the legal sector raises some legal issues 
concerning data security. It is important to note that courts work with personal, 
financial, medical, and other privileged information. AI systems containing this 
information must comply with strong data protection standards. Otherwise, such 
data might face disclosure, access, or alteration by unauthorized agents (Laptev & 
Feyzrakhmanova, 2024). At the same time, AI needs large groups of data to func‑
tion. That is, using this technology in the legal area can also negatively influence 
a human’s privacy. The existing legal regulations on data protection may partially 
address these concerns. For example, the Personal Data Protection Law 2020 in 
many countries, including Ukraine, the EU GDPR, US HIPAA, and similar laws, 
specify how personal data should be protected. According to these laws, the orga‑
nization must store all classified information in encrypted form and restrict access 
to this data. The main problem is that these measures are usually extremely expen‑
sive and complex (Securiti Research Team, 2024). Moreover, criminal charges 
can be brought against the employees and directors if the organization does not 
follow the law. Additionally, as this technology is used, all data is stored and 
processed on some cloud platform. While cloud servers offer high speed, storage 
capacity, and cost‑effectiveness, they pose a serious threat regarding data storage 
and access. For example, third‑party access is illegal under most countries’ laws. 
Additionally, virtual reign also poses a problem. In either case, AI for legal aid is 
not free. This makes clients often wonder what happens to their data in computers 
operated by third parties or when they are restricted in transfer.

13.7.3 prActicAl chAllengeS

AI in legal aid has both ethical and practical issues, especially in the context of 
limited resources. Primarily, a lack of infrastructure is impeding AI implemen‑
tation. It is possible that legal aid organizations, especially those that work with 
low‑income or rural populations, do not have access to the internet, high‑perfor‑
mance computing technology, and cloud storage (Karan Singh Chouhan, 2019). 
As a result, AI legal services will not be available to many marginalized, poor, 
and vulnerable people, thus increasing the justice gap. Secondly, limited funds 
complicate the issue. For small and new legal aid companies, AI development 
and maintenance are too expensive. Both the AI software itself and the req‑
uisite information storage and security might prove very costly. Furthermore, 
the expenses of AI professional instruction for legal practitioners could be 
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prohibitive. The third practical issue is the legal profession’s general hostility 
to AI. Some lawyers may be unwilling to use AI features, particularly due to 
concerns over job insecurity and overreliance on AI technology. Moreover, legal 
services with an AI platform will be scrutinized for reliability and precision 
due to the previously stated risks. As a result, despite the system’s usefulness, it 
is possible that it is not being used in practice (Hacker, 2021). To address those 
practical issues, a multilateral approach is required. Authorities and legal estab‑
lishments should provide financial support to supply AI to non‑internet and other 
inadequate populations. Legal aid organizations might be provided with grants to 
help them reform and adopt AI. To help lawyers rethink and understand the need 
for legal assistance, legal practitioners should conduct several coaching sessions 
on the benefits and ethical concerns surrounding legal aid AI (Table 13.1).

The table above shows how AI is shaping the provision of legal aid. While these 
technologies can transform legal access, efficiency, and affordability, they also pose 
some challenges. Ethical concerns include AI being biased, unfair, lacking data 
privacy, and lacking human oversight. Moreover, responses to these challenges are 
central to promoting AI‑facilitated legal solutions and avoiding the perpetuation of 
injustices prevalent in the legal system.

TABLE 13.1
AI Applications in Legal Aid – Benefits and Challenges

AI Application Potential Benefits Challenges

AI Chatbots • Provides instant legal 
advice

• Reduces the cost of legal 
consultations

• Accessible 24/7

• Limited in handling complex 
legal issues

• Risk of biased advice

Predictive Analytics • Helps forecast legal 
outcomes

• Assists in resource 
allocation

• Improves case management

• Risk of biased algorithms
• Ethical concerns regarding 

fairness

Automated Legal 
Documentation

• Reduces time for preparing 
legal documents

• Increases efficiency
• Reduces human errors

• Privacy risks with sensitive 
data

• Limited flexibility for unique 
cases

AI in Legal Research • Speeds up case law and 
precedent searches

• Increases the accuracy of 
research

• Requires access to vast legal 
databases

• Potential bias in data sources

AI‑Powered 
Decision‑Making

• Reduces case backlog in 
courts

• Provides more consistent 
rulings

• Algorithmic transparency 
issues

• Potential loss of human 
judgment in critical cases
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13.8  REGULATORY FRAMEWORK AND 
POLICY RECOMMENDATIONS

AI in legal aid services is both beneficial and alarming, requiring a comprehensive 
regulatory framework. AI may facilitate access to legal aid and make this service 
more affordable and expeditious. At the same time, AI raises a host of ethical and 
legal concerns, demanding regulatory instruments to ensure fair justice, transpar‑
ency, accountability, and the protection of fundamental rights (Table 13.2).

This table lists the main ethical and legal challenges with AI in legal aid services 
and their remedies. By establishing strict control, transparency, and privacy mea‑
sures, stakeholders may reduce AI risks and maximize its potential to improve jus‑
tice. Ensuring accountability and human oversight in essential judgments is crucial 
to the ethical use of AI in law.

TABLE 13.2
Ethical and Legal Concerns in AI‑Powered Legal Aid – Issues and Solutions

Ethical/Legal Concern Description Potential Solutions

Algorithmic Bias AI systems may perpetuate 
biases from the data they are 
trained on, leading to unfair 
outcomes.

• Regular audits of AI 
algorithms

• Diverse and representative 
training datasets

Data Privacy and 
Confidentiality

Legal cases involve sensitive 
personal data, and AI systems 
could expose this data to 
risks.

• Implementation of strict 
data protection protocols 
(e.g., encryption)

• Use of privacy‑enhancing 
technologies like blockchain

Transparency in 
Decision‑Making

AI algorithms are often 
opaque, making it difficult to 
understand how decisions are 
made.

• Mandating explainable AI 
systems

• Clear documentation of AI 
decision processes

Accountability in AI Use Lack of clarity on who is 
accountable when AI makes 
incorrect or biased decisions.

• Establishing legal 
frameworks for AI liability

• Clear guidelines for AI 
oversight and accountability

Ethical Use of AI in Legal 
Services

Ethical concerns over whether 
AI should replace human 
judgment in critical legal 
decisions.

• Limit AI use to assistive 
roles, ensuring human 
oversight

• Implement ethical 
guidelines for AI 
deployment in legal 
contexts
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13.8.1 need for regulAtion

An AI‑driven approach to legal aid should be regulated effectively to prevent bias, 
privacy violations, and the exploitation of legal data. Without clear laws, AI can exac‑
erbate inequities in the sphere of justice and harm underrepresented people. Biased 
AI algorithms employed in decision‑making can unfairly decide the outcomes of 
legal aid provisions by attorneys to clients. Furthermore, poor data protection can 
result in clients’ sensitive information being leaked to the public or compromising 
an individual in front of the authorities (Belenguer, 2022). Regulatory frameworks 
help to mitigate these risks and offer guidance for the ethical employment of AI in 
the provision of legal aid. In doing so, such legislation would clearly outline the rules 
for the development and employment of AI tools for lawyers. This would increase 
the transparency of legal professionals’ ethical uses of AI. Rules and legislation 
would also raise public trust in responsible legal aid powered by artificial technolo‑
gies (Lohr et al., 2019). Overall, the ordered balance between innovation and human 
rights requires legal and regulatory professionals, AI developers, and the appropriate 
legislative bodies to work in unison.

13.8.2 globAl StAndArdS

There is an opportunity to use the governance of AI provided in the most important 
global AI targeting rules called the “European Union’s AI Act.” In 2021, the EU 
enacted the AI Act to direct the creation and use of AI technology according to risk. 
AI programs have four threat grades: prohibited, hard, controlled, and small. The 
utmost danger AI programs, executed in sectors such as healthcare and employment 
by police and justice operations, will provide more strict regulation accords. More 
severe standards will be set to protect people’s rights in this matter by ensuring that 
AI is open, liable, and just (Arcila, 2024). The application of the Act will be appropri‑
ate to ministers of investment and ethics according to current dangers. More strin‑
gent audits will be processed, accords will be of a superior degree of openness, and 
the entity will be highly accountable. Since the use of AI will be restricted, global 
and regulatory standards for technological assistance in law may protect the legal 
provisions’ compliance with legal protection and equitable prevention despite distant 
AI applications. There are global AI parameters that the “OECD AI Principles” and 
the EU AI Act have set up to guide the latest responsible AI creation (Comunale, 
2024). Law will ensure that all AI technologies are steady, open, responsible, and 
efficient and promote widespread growth. Reserves can ensure the fostering of those 
technologies by accords on which legal advice creating justice can be done without 
exceptions.

13.8.3 recommendAtionS for Ai governAnce

To manage risks and maximize the benefits of AI in improving legal aid services, the 
following policy recommendations can be made:
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 1. Ethical Guidelines for AI in Legal Aid: Governments and legal institu‑
tions must establish AI ethics for legal aid. These standards will focus on 
eliminating algorithmic bias, maintaining data privacy, and ensuring AI 
accountability. AI systems must be fair and egalitarian to avoid dispropor‑
tionately affecting marginalized people. Also, professionals and AI devel‑
opers should be trained in using ethical AI in law.

 2. Transparency and Accountability Policy: Decisions made by legal aid 
AI technologies must be explained to ensure clients and legal practitioners 
understand how they work, including their data and algorithms. For exam‑
ple, a client can appeal when they are dissatisfied with the decision given 
by an AI. There is also a need for accountability measures to ensure that AI 
developers and legal experts do not use biased or unethical AI systems.

 3. Audits and Oversight: Legal aid AI systems should be audited regularly to 
determine if they are operating ethically and legally. These audits will help 
discover and fix algorithmic bias, protect data, and ensure fair AI decisions. 
In addition, independent bodies are needed to oversee legal AI systems and 
resolve complaints from client and legal professional.

 4. Access to AI‑Powered Legal Aid: Policymakers should invest in infra‑
structure to deploy AI tools for justice in poor communities. Legal aid orga‑
nizations should be funded to use AI systems to improve justice. This policy 
will also help increase internet access in rural and low‑income areas. The 
government should also sponsor research into AI‑driven legal aid tools to 
benefit marginalized people.

 5. Data Protection Regulations: Legal aid AI systems must comply with 
high data privacy standards. AI developers and legal experts must encrypt 
their clients’ data and use other security measures. In addition, governments 
should fund the development of privacy‑enhancing technologies, such as 
blockchain, to secure legal data.

13.9 PROSPECTS OF AI IN LEGAL AID

The emerging AI technology will have substantial impacts on legal aid delivery. 
The rise of AI legal research assistants seems promising. These AI modalities can 
process significant legal material and help lawyers identify case law and prec‑
edents. In many cases, the legal research time and cost will be reduced, mak‑
ing legal research more accessible to those who could least afford it (Zeleznikow, 
2023). Moreover, intelligent contract analysis is already on the rise in the context 
of commercial legal advice. Introduced at the beginning of the text, “intelligent 
contract analysis” uses AI to study, create, and analyze contracts accurately and 
eliminate human error. These AI modalities influence people’s lives in terms of 
time and money, as AI technology shall make legal aid more affordable. This type 
of AI shall make legal aid delivery more affordable as low‑income individuals and 
small entrepreneurs can access services previously affordable only to the absolute 
elite. Moreover, AI implementation will allow lawyers to dedicate more time to 
difficult cases rather than routine paperwork (Forbes, 2024). This shall improve 
efficiency within the context of any legal aid organization. Truly more democratic 
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than hitherto seen, AI might do justice by making the system fairer, quicker, and 
cheaper. However, AI must be regulated and supervised, as on its own, AI could 
perpetuate existing biases or further widen the digital divide. Policymakers and 
lawyers should use AI to improve justice, not to make society and the economy 
even more inequitable. AI presents new opportunities to judicial systems, but ethi‑
cal and societal concerns cannot be ignored.

13.10 CONCLUSION

This study illustrates the changing conceptions of legal aid facilitated by AI, which 
can make services more accessible to a variety of people while simultaneously mak‑
ing them more affordable and efficient. Assistant features, such as chatbots, pre‑
dictive analytics, and automatic documentation tools, can facilitate fairer and more 
responsive justice for marginalized populations (Alessa, 2022). However, it is crucial 
for appropriate legislation and monitoring to prevent algorithmic biases, protect cus‑
tomers’ data security and ensure that services may be trusted in practice. To achieve 
this end, policymakers, legal experts, and AI developers must cooperate to facilitate 
the best possible use of AI for legal aid. Such a collaborative effort should result in 
the determination of the standards that AI services should follow and the imple‑
mentation of measures to ensure that appropriate methods are used, and systems 
are accountable (Stahl et al., 2021). In turn, such programs can be funded by public 
authorities and coordinated to ensure that all people in need can take advantage 
of AI‑based legal aid. Overall, AI’s incorporation into judicial systems should be 
guided by the principles of justice and fairness, which is possible if such tenets are 
followed.
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